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When we reduce the feature space in botnet detection models, we observed a noticeable decline in their ability to 
accurately classify malware. Although these models perform well when tasked with identifying known malware, 
they faced challenges in a proto zero-day testing environment, which is designed to simulate attacks from 
yet-to-be-discovered or unknown malware types. Among all the models we tested, the deep Convolutional 
Neural Network (CNN) was the most effective in terms of its ability to generalize to these unknown botnets.
 
While we found that a reduction in feature space had an associated decline in memory usage, there was no While we found that a reduction in feature space had an associated decline in memory usage, there was no 
apparent effect on inference time.
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Our findings indicate that Deep Learning models are capable of detecting malware to an acceptible degree of
accuracy. Moreover, we observed larger feature spaces being associated with increased memory utilisation and 
better classification performance. This highlights the need for more careful feature selection for less complex 
datasets which are yield the same classification performance. Finally, we recognise promising proof of concept
that malware classifiers are able to generalise from their training data to entirely unknown malware famiilies.   

The LSTM model performs consistently well across all input sizes (5, 15, 20, 30). Increasing the amount of 
features used does not result in increased accuracy.

An increased number of features inputted into the model results in increased memory usage. The LSTM 
model achieves the lowest memory usage overall.

There is no universally perfect model, and a model selection should be tailored to the needs of the network.


