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ABSTRACT 
South Africa is a linguistically diverse country with 11 official 
languages. Nine of the languages are termed low-resource 
languages due to there being not enough electronic 
documents available for them. The exceptions are English and 
Afrikaans. Natural language processing techniques require 
electronic documents to extract content for processing to 
enable computers to understand, interpret and generate 
spoken languages. The goal of the project, SABCTXT, is to 
investigate various existing techniques to determine if speech 
technology can be used to “listen” to news reports in chosen 
languages and produce accurate and appropriate transcripts. 
These transcripts will be compared against a gold standard 
corpus for quality assurance. The aim of this section of the 
project is to develop a gold standard corpus for some of the 11 
official South African languages. Consequently, the literature 
review will discuss work done on corpus development for 
low-resource languages, existing corpora, crowdsourcing as a 
method for corpus development, and tools used for 
crowdsourcing.  
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1 INTRODUCTION 
South Africa is a linguistically diverse country with 11 official 
languages [17]. Despite this, there is a glaring disparity in the 
availability of electronic textual resources in those languages 
(excluding English and Afrikaans) [18]. With the rapid and 
continuous growth of technology, it is becoming increasingly 
important for such resources to be available and accessible for 
Natural language processing. 

 
The South African Broadcasting Cooperation (SABC), the 
government-run national broadcaster, is required to have 
programmes in all the South African languages thus making it 
a content-heavy audio source. The South African Centre for 

Digital Language Resources (SADILAR) has developed speech 
technology tools that are accessible to the public. This project 
as a whole aims to investigate various existing techniques to 
determine if language and speech recognition tools, most 
likely attained from SADILAR, can be used to produce accurate 
and appropriate transcripts of news reports in South African 
languages from SABC news reports.  In the case of this project, 
the transcripts produced from the news channels and 
elsewhere will be compared to the gold standard corpus to 
validate it.  
 
The purpose of this literature review is to shed light on work 
that has been done in corpus development in South Africa and 
elsewhere. Various techniques and methods to develop 
corpora will be explored with an emphasis on crowdsourcing. 
Notable corpora developed in South Africa for language 
include the NCHLT corpus for speech recognition and the 
Lwazi corpus [5][6].   
  

2 CORPUS DEVELOPMENT 

2.1 Corpora 
A corpus is a collection of texts or text extracts that have been 
put together to be used as a sample of a language or language 
variety. It consists of texts that have been produced in 'natural 
contexts' (published books, ordinary conversation, letters, 
newspapers, lectures etc), which means it mirrors natural 
language [1]. Corpora can be used for a variety of purposes in 
the field of natural language processing. Natural language 
processing (NLP) refers to the branch of computer science—
and more specifically, the branch of artificial intelligence or 
AI—concerned with giving computers the ability to 
understand textual and spoken words in much the same way 
human beings can [2]. Additionally, NLP uses computational 
techniques for learning, understanding, and producing human 
language content [19]. 
 
Language corpora can be classified as monolingual or parallel 
(also multilingual) [3]. A Monolingual corpus contains texts in 
one language only whereas a parallel corpus consists of two or 
more monolingual corpora. The corpora are the translations 
of each other. Trustworthy corpora are necessary for the 
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training and meaningful evaluation of algorithms [4]. These 
standard collections are called Gold Standard Corpora (GSC). 
Gold standard corpora, in the context of NLP, are manually 
annotated collections of text. They need to be developed 
carefully and systemically to use as dependable sources of 
information regarding languages. It is treated as the 
benchmark for assessing the precision of results obtained 
from natural language processing techniques. For high-quality 
gold standard corpora, multiple experts view the data 
independently and the inter-annotator agreement is 
computed to ensure quality.  
 

2.2 South African Corpora 
The development of linguistic resources for use in NLP is of 
utmost importance for the continued growth of research and 
development in the field, especially for low-resource 
languages [20]. South Africa remains behind the rest of the 
world in terms of electronic linguistic resources. In most non-
OECD countries, there are not sufficient economic drivers for 
the creation of such resources through normal private-sector 
mechanisms, and the development of speech technology in the 
languages or dialects of those countries depends on public or 
philanthropic support for resource creation [5]. In South 
Africa, such support was provided by the national Department 
of Arts and Culture (DAC), which identified speech technology 
as an important tool in the development of the eleven official 
languages of the country. Notable corpora developed in South 
Africa for languages are the NCHLT broadband corpus for 
speech recognition and the Lwazi corpus, which is a 
telephone-based automatic speech recognition corpus. 

The NCHLT is a collection of more than 50 hours of speech 
from approximately 200 speakers per language, in each of the 
eleven official languages of South Africa [5]. The corpus 
development process can be broken down into corpus design, 
prompt design, data collection, transcription, dictionary 
development, corpus selection and quality verification. The 
prompt design involved using electronic text data, but since 
most South African languages do not have such resources, 
Wikipedia was used as a source to generate prompts. There 
was an attempt to implement crowdsourcing, but it was 
deemed unsustainable. Data collection was a challenge due to 
issues regarding location, power and the Internet. These are 
issues that remain pertinent to the current situation in South 
Africa. 

The three-year Lwazi project (2006-2009) produced the core 
tools and technologies required for the development of 
multilingual spoken dialogue systems in all eleven of South 
Africa’s official languages and piloted the use of these 
technologies in government information service delivery [6]. 
The Lwazi ASR corpus consists of annotated speech data in 11 
of the official languages of South Africa from approximately 

200 speakers per language. Table 1 displays the size of the 
Lwazi corpus. Data was collected over the telephone. 
 
Table1: Size of the Lwazi corpus 
Language  #total 

minutes 
#speech 
minutes 

#distinct 
phones 

Afrikaans 213 182 37 
English (SA) 304 255 44 
isiNdebele 564 465 46 
Sepedi 394 301 45 
Sesotho 387 313 44 
Setswana 379 295 34 
siSwati 603 479 39 
Xitsonga 378 316 54 
Tshivenda 354 286 38 
isiXhosa 470 370 52 
isiZulu 525 407 46 

Limited availability of electronic data persists in many 
attempts to build corpora in South Africa. Thus, projects on 
building language corpora resort to obtaining data from South 
African government websites and documents [20]. This 
presents a limitation as government resources do not 
represent many aspects of spoken language. 

A majority of South Africans are multilingual and hence code-
switching occurs commonly and spontaneously [21]. Code-
switching is the phenomenon of using more than one language 
within the same conversation or utterance [22]. Ewald van 
der Westhuizen and Thomas Niesler [21] introduce a speech 
corpus containing multilingual code-switching compiled from 
South African soap operas. The decision to use soap operas 
was because they are multilingual and showcase multilingual 
code-switching. The corpus was created by gathering digital 
video recordings of 626 South African soap opera episodes, 
and for each episode, extracting mono audio from the original 
source videos. The ELAN media annotation tool was used for 
segmentation purposes. ELAN is a linguistic annotation tool 
that was designed for the creation of text annotations for 
audio and video files of language use [23].  
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Figure 1: Flowchart of the transcription process 

Figure 1 describes a flowchart depicting the transcription 
process for a single soap opera episode. The process of 
transcribing involves creating a task and assigning it to the 
main transcriber. The main transcriber is responsible for 
segmenting the utterances and transcribing them into English. 
Error checking occurs before submitting to the repository. 
Once submitted, the task is reassigned to the supervisor for 
overall progress assessment. If there are still incomplete 
segments, the task is given to another transcriber proficient in 
the relevant language. This continues until the supervisor 
confirms that the episode has been fully transcribed and 
marks the task as complete.  

 

2.3 Other Low-Resource Corpora 
The Bengali/Bangla language does not have much research 
done in the corpus development field, resulting in minimal 
corpora available for it. Nowshin et al. [7] propose a method 
of using crowdsourcing to develop a parallel corpus. A dataset 
of Bangla sentences and their corresponding English 
translations was collected through the means of 
crowdsourcing. The Bangla portion of the corpus consists 
mostly of simple and brief sentences with changes in tense, 
person, and sentence structure. The sentences included a 
variety of types, including imperative, negative, conditional, 
interrogative, assertive, and interrogative. The reason for the 
variation was that changes in sentence structure and results 
in translations provided could be observed. Textbooks on 
English grammar used in schools and English-to-Bangla 
translation books were the basis of the formation of the data. 
This limits the study to not being representative of the 
colloquial language encountered in the real world. 
 

Salam et al. [8] attempt to build a balanced language corpus of 
the Bangla language at a national scale. The first phase sees 
the building of a Bangla Monolingual Corpus and the second 
and third phase consists of developing a multilingual parallel 
corpus. Due to its large scale, the building of the monolingual 
corpus (phase one) is focused on.  
 

 
Figure 2. The development process of the Bangla corpus 

 
Figure 2 depicts the steps of the process of building the 
monolingual corpus, which included: 

Collecting Raw Data: Methods proposed were OCR, Web-
crawling, typewriting, and using existing electronic text. 

Encoding Adjustment: All the collected texts are converted 
to UTF-8 format using an encoding adjusting tool. 

Filtering: Collected text was filtered for unwanted, 
unrecognized, foreign language, misspelt words, and garbage 
characters. 

Word segmentation and tokenizing: Segmenting running 
text into words and sentences. 

Annotation (Tagging): CoNLL-U, a standard format for 
annotation [24], was used to encode annotations in plain text 
files with three types of lines - Word lines, Blank lines, and 
Comment lines. 

Hughes et al. [9] propose a system for quickly and cheaply 
building transcribed speech corpora containing utterances 
from many speakers in a variety of acoustic conditions. It uses 
a client-server system where the client is an Android device 
application written in Java that fetches textual prompts from 
the server and records the speaker’s voice translation of the 
prompt. Figure 3 shows the client implementation of the 
system.  
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Figure 3: Client implementation  

 
The server uses Web queries as prompts, which may not 
accurately represent the distribution of spoken language in 
the target environment. Furthermore, foreign words included 
in Web queries may be mispronounced or skipped by 
speakers, leading to inaccuracies in the speech data collected. 
The project aimed to provide an efficient, quick, and cheap 
method of building corpora in a variety of languages.  
 

3 CROWDSOURCING 
Crowdsourcing is the practice of obtaining needed services, 
ideas, or content by soliciting contributions from a large group 
of people and especially from the online community rather 
than from traditional employees or suppliers [10]. It is an 
emerging collaborative approach that can be used for the 
acquisition of annotated corpora and a wide range of other 
linguistic resources [11]. It has been used for speech 
transcription [16], system evaluation [25], read speech 
acquisition [26], search relevance[27], translation[28] and 
paraphrase generation[29,30]. Sabou et al. [11] break down 
the process of crowdsourcing into 4 main stages that are 
summarised in figure 4. The stages were deemed as best 
practice guidelines. 
 

Figure 4: Crowdsourcing process 

 
 
 

 
 
 
 
 
 
 
 
 

 
Project definition: An appropriate crowdsourcing genre has 
to be chosen followed by decomposing the NLP problem into 
simple tasks that can be completed by non-experts. Tasks 
should be simple and intuitive. When and how many 
contributors will be rewarded should be determined. The 
length of the text to be annotated needs to be kept reasonably 
short, without compromising accuracy. 
 
Data preparation: Data may need to undergo annotation or 
filter to remove undesirable content. Interfaces need to be 
designed in a way that reduces cheating in crowdsourcing 
tasks. 
 
Project execution: This is the main phase of the process. It 
consists of 3 kinds of tasks: task workflow and management, 
contributor management and quality control. It is highlighted 
that a core challenge for all crowdsourcing approaches is 
motivating contributors to participate. 
 
Data evaluation and aggregation: The input of the 
contributors should be assessed. The goal is to make 
acquisition tasks reproducible, and scalable, and to ensure 
good corpus quality. 
 

3.1 Custom Tools 
Nowshin et al. [7] collect a dataset of Bangla sentences and 
their corresponding English translations through the means of 
crowdsourcing. A Web interface was used to collect English 
translations of Bangla sentences, randomly chosen from a 
Bangla corpus, from a group of undergraduate university 
students who were proficient in both Bangla and English.  
 
The Android device application used by Hughes et al. [9] was 
deemed easy to use with a comparatively inexpensive setup. 
This made it possible for a large number of unskilled users to 
collect speech data in parallel. University students were 
tasked with recruiting speakers due to their proficiency in 
technology.  
 
Packham and Suleman [31] developed a custom 
crowdsourcing system that employed gamification to gather 
multilingual content for building language corpora for low-
resource languages. Gamification is an umbrella term for the 
use of video game elements (as opposed to full-fledged games) 
to improve user experience and user engagement in non-game 
services and applications [32]. Having a reward system is a 
common aspect of gamification. Thus, the custom 
crowdsourcing system had a scoring mechanism that was 
designed to have one-to-one mapping to money earned. 4 
experiments regarding payment were conducted, and it was 
concluded that monetary payments played a larger role in 
motivating participants than gamification in tasks with strong 
intrinsic motivation. 
 

 

I. Project Definition 
1a. Select NLP Problem and 
crowdsourcing genre 
1b. Decompose NLP problem into 
tasks. 
1c. Design crowdsourcing task 
 
II. Data Preparation 
2a. Collect and pre-process corpus. 
2b. Build or reuse annotator and 
management interfaces 
2c. Run pilot studies 
 

III. Project Execution 
3a. Recruit and screen contributors 
3b. Train, profile and retain 
contributors. 
3c. Manage and monitor 
crowdsourcing tasks 
 
IV. Data Evaluation and 
Aggregation 
4a. Evaluate and aggregate 
annotations. 
4b. Evaluate overall corpus 
characteristics. 
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3.1 Crowdsourcing Platforms 
YangWang et al. [12] used Microsoft’s Universal Human 
Relevance System (UHRS) crowdsourcing platform 
crowdsourcing methods to acquire language corpora for use 
in natural language processing systems. UHRS is a 
crowdsourcing platform that supports data labelling for 
various Artificial Intelligence application scenarios. Vendor 
partners provide and enable connections with people—who 
are referred to as ‘judges’—to provide data labelling at scale. 
All UHRS judges are under NDA so data is always secure[13]. 
Constraints of not being able to set a maximum number of 
tasks assigned to judges were identified. This resulted in 
repeated sentences as a caveat. 
 
Amazon’s Mechanical Turk (MTurk), similar to UHRS, is a 
crowdsourcing marketplace that makes it easier for 
individuals and businesses to outsource their processes and 
jobs to a distributed workforce who can perform these tasks 
virtually [14]. Post et al. [15] built parallel corpora for 6 low-
resource and under-studied languages with efficacy. Marge et 
al. [16] investigated whether the MTurk service can be used as 
a reliable method for the transcription of spoken language 
data. It concluded that it can indeed be used to accurately 
transcribe spoken language. Gelas et al. [33] evaluated the 
quality of speech transcription obtained via crowdsourcing 
and concluded that it is possible to acquire quality 
transcriptions from the crowd for under-resourced languages 
using MTurk. Legal and ethicalଵsurrounding this tool exists 
and hence a set of guidelines of good conduct while using 
MTurk for research: 
 

 Systematically explain “who we are”, “what we are 
doing” and “why” in HITs descriptions (as done 
traditionally for data collection) 

 Make the data obtained available for free to the 
community.  

 Set a reasonable payment so that the hourly rate is 
decent. 

 Filter contributors by country of residence to avoid 
those who consider MTurk as their major source of 
funding. 

 

4 DISCUSSION 

A recurring theme in many of the papers is the costs 
associated with building corpora. Wissler et al. [4] highlight 
that it is costly, time-consuming, and laborious to construct a 
gold standard corpus. Crowdsourcing, expert review and 
active selection schemes were suggested as means to 
signiϐicantly lower costs and retain the quality of corpora. 
Similarly, Barnard et al. [5] mention the need for economic 
drivers to facilitate the creation of resources. The NCHLT 
corpus was designed and developed through support 
provided by the Department of Arts and Culture. Cost-
effectiveness was an important consideration during the 
design of the Lwazi corpus [6]. It was designed to be as small 

as possible while retaining usability. The system developed by 
Hughes et al. [9] for building corpora quickly and cost-
effectively was tested in a variety of languages yielding 
positive results. 

Lack of resource availability is an issue for low-resource 
languages. The creation of speech technology and 
consequently corpora is strongly tied to resource collection 
[5]. Not only do the resources have to be available but also 
representative of both spoken and written forms of the 
language being represented. Salam et al[8] attempt to build a 
representative and balanced corpora was not completed due 
to limited time and resources. When developing text 
resources for 10 South African languages, the biggest 
constraint in terms of attaining data was that all data collected 
would be made available as open-source resources [20]. Data 
providers were apprehensive because of the release of data 
with no limitations. Consequently, most of the data was 
sourced from South African government websites. This posed 
a limitation as government documents are not representative 
of the languages. Niesler et al. [21] designed a corpus to 
accommodate multilingual code-switching. This was a ϐirst for 
South Africa. 

As mentioned previously, crowdsourcing for corpus 
development is cost-effective and retains quality. Nowshin et 
al [7] note that there is an advantage of obtaining insights into 
human behaviour during crowdsourcing. However, there is 
the caveat of being unable to control important variables such 
as the number of tasks per worker [12]. Packham and 
Suleman [31] found that gamiϐication by itself does not yield 
increased motivation and engagement for seemingly 
important crowdsourcing tasks. There have to be ϐinancial 
incentives. 

Tools for crowdsourcing exist such as MTurk and UHRS. While 
there were constraints to the number of tasks that could be 
set in UHRS, through experiments and analysis it was 
determined that it can gather high responses from workers 
with low latency [11]. On the other hand, Post et al. [15] note 
that there is a high variance in the quality of the translations 
obtained on MTurk. Additional tasks had to be designed for 
quality assurance. However, experiments conducted by Marge 
et al. [16] and Gelas et al. [33] conclude that MTurk can be 
used to accurately transcribe spoken language. Finally, legal 
and ethical issues surrounding crowdsourcing need to be 
considered [11]. Namely: how to properly acknowledge 
contributions, how to ensure contributors' privacy and well-
being and how to deal with consent and licensing issues. 

 

5 SUMMARY 

The literature review discusses corpus development for low-
resource languages around the world and in South Africa. The 
process of building corpora is outlined starting from data 
collection to annotation and quality control. Notable corpora 
built in South Africa include the Lwazi corpus and the NCHLT 
corpus. Crowdsourcing is discussed as an approach to 
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building corpora. Best practices for crowdsourcing can be 
broken down into project deϐinition, data preparation, project 
execution, and data evaluation and aggregation. Finally, 
Microsoft’s Universal Human Relevance System (UHRS) and 
Amazon's Mechanical Turk (MTurk) are introduced. It is 
possible to collect quality transcriptions for under-resourced 
languages using these crowdsourcing tools. 
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