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Abstract
This literature review addresses the task of Interactive Ques-
tion Answering (IQA) over a Knowledge Base (KB) and will
examine the core principles of Question Answering (QA)
and the various techniques used to improve upon it. QA
systems are a popular and powerful tool for retrieving an-
swers from structured databases. Different state-of-the-art
techniques used in QA such Natural Language Processing and
Reinforcement Learning (RL) are investigated and compared
according to their strengths and limitations as outlined by
the literature. Finally, this paper examines Knowledge Bases
and text-based environments for their viability in producing
accurate and robust IQA systems. The investigation finds that
problems of IQA can be framed an RL problem, prompting
further research into RL based IQA as a generalised tool to
answer complex questions about a KB.

1 Introduction
NLP is a computer motivated approach to analysing and repre-
senting natural language that occurs in text such that multiple
different linguistic analyses can be done to achieve human-
like language processing [16]. Question Answering (QA),
which lies at the intersection of Information Extraction and
NLP [34], has consistently been an area of active research.

QA systems are a powerful tool for answering questions
in natural language [3, 13, 21]. Throughout the past decade,
demand for QA systems that are accurate, efficient, and cost
effective to train have only been increasing. The ubiquity
brought upon by recent advances in machine-learning and
Natural Language Processing (NLP) has served to further
bolster the QA research community prompting further inves-
tigation into the field [54, 65].

Furthermore, with the surge in popularity of intelligent
personal assistants, such as Alexa and Siri, research has also
been focused on Interactive Question Answering (IQA), more
specifically Conversational Question Answering (ConvQA)
which allows for dialog to take place between a user and the
system [35],

This literature review will explore literature revolving around
state-of-the-art Knowledge Base Question Answering (KB-
QA) systems using reinforcement learning [19, 26, 36, 72]
and NLP techniques such as semantic parsing [7, 23] and
embedding [9, 12, 74].

Furthermore, an interactive text-based game environment,
TextWorld [17], will be reviewed as a means to develop state-
of-the-art Reinforcement Learning based QA system [79].

Figure 1. A small piece of a KB represented as a KG, from
Das et al. "Go for a walk and arrive at the answer: Reasoning
over paths in knowledge bases using reinforcement learning"
[19]. Solid edges are KB relations and dotted lines are queries.

2 Knowledge Bases
Knowledge Bases (KB) are frequently used as a structured
database that stores data in the form of tuples. Tuples are in the
form of (entity_head, relation, entity_tail)
[10, 22, 77] and natural language questions are typically
translated into a KB query in the form of (entity_head,
relation, ?). Where the tail entity would be the answer
to the question. An example of this would be (Cape Town,
cityIn, South Africa).

Since the introduction of free large-scale tuple based KBs,
such as Freebase [8], and DBPedia [4], they have been ex-
tensively used as an open-domain source of information for
many different NLP methods such as entity-linkers, relation
extraction, and question answering systems [35, 57].

KBs have two properties, namely heterogeneity and imbal-
ance [31]. Heterogeneity is the property that relations can
link many entity pairs while others do not. The imbalance
property states that the number of head entities in a relation
may differ from the number of tail entities.

2.1 Knowledge Graph
A Knowledge Graph (KG) is a graph based representation
of a KB, which is created by treating entities as nodes and
relations as edges, which is illustrated in Figure 1.

2.2 Entity Linking
Entity linking is the process of matching a natural-language
mention with the representation of an entity in an ontology



(e.g. KB) [32]. Given a KB which has two instances of the
same entity (such as two people with the same name), it is the
task of entity linker to decide which entity is being referred
to in the question.

Entity linking can usually be broken down into two parts,
mention detection and entity disambiguation [39]. Mention
detection is the extracting of references to natural language
entities, while entity disambiguation is tasked with matching
mentions to their corresponding entities.

A popular entity linking algorithm used as a baseline is
the TAGME linker [24]. The TAGME algorithm handles both
mention detection and entity disambiguation [34].

Entity linking models based on deep learning have also
managed to perform with state-of-the-art results [56], and
have shown major improvements over traditional approaches
[14, 45, 55], since traditional approaches cannot encapsulate
all statistical dependencies, and relations [25].

Extracting a mention of an entity and extracting the correct
mention of that entity from a knowledge base is critical for
retrieving information accurately from and knowledge base,
and allows accurate retrieval of entities in question answering
systems.

3 Question Answering
Knowledge Base Question Answering systems (KB-QA) are
used as a means to convert a user’s natural language question
to a Knowledge Graph query which retrieves the correct an-
swer from information in KB tuples [5, 6, 10, 58, 73, 75, 76].

Dwivedi et al. [21] state that the broad stages of QA sys-
tems include firstly question analysis, which includes parsing
of natural language, classification of the question and the pos-
sible reformulation of the query. The next stage is document
analysis where candidate documents are retrieved, and poten-
tial answers are identified. The final stage, answer analysis,
extracts prospect answers and gives them some ranking to
identify the best answer.

Questions can be classified according the answer they are
expected to produce. The types of questions are factoid, list,
explanation and complex questions [40].

• Factoid questions are those with which the answer is a
simple fact, answerable in a few words [29]. Example:
Who is the president of South Africa?.

• List questions have a set of answers that all satisfy the
question [29]. Example: Who has played James Bond?.

• Definition questions are those where the answer re-
quired a short paragraph explanation [52]. Example:
How does a CPU work?.

• Complex questions require multiple steps of reasoning
[36]. Example: Figure 1, shows how the question "What
is Malala Yousafzai nationality?". The answer can be
found through multiple steps of logic through the KG
(also known as multi-hop), but not through a single KG
relation.

Figure 2. An ideal conversation, from Kaiser et al. "Re-
inforcement Learning from Reformulations in Conversational
QuestionAnswering over Knowledge Graphs" [36]

3.1 Interactive QA
Interactive QA (IQA) is a combination of question answering
systems and dialog systems, where question answering allow
users to ask questions in natural language and receive answers,
while dialog systems allows the system to exchange in dialog
with the user in cases where there are multiple answers, no
answers, or there is ambiguity in the question being asked.
[41].

3.1.1 Conversational QA. Conversational QA (ConvQA)
systems are a type of IQA, which work in a consecutive
multi-turn informational retrieval and have become a suitable
mechanism to retrieve information that cannot be retrieved
through a single logical path in a structured database (in our
case, a KB) [36]. ConvQA is traditionally achieved through
semantic parsing solutions, which convert natural language
into KB queries to extract answers [27, 58, 80].

Figure 2 shows a snippet, from Kaiser et al. [36], that shows
an ideal conversation with five turns. Figure 2 also shows
challenges faced in QA systems such as textual mentions
of words can be colloquial (Figure 2 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛4), incomplete
(Figure 2 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛2 & 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛3) and question context can
change in ConvQA systems (Figure 2 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛5) [36].

4 Natural Language Processing
NLP is a computer motivated approach to analysing and rep-
resenting natural language to a near human-like level [16]. In
order to achieve near human-like language processing, it is
critical to construct a syntactic structure to analyse [62]. The
construction of syntactic structures is referred to as parsing.

4.1 Semantic Parsers
Semantic parsing is used to map natural language to a formal
meaning representation [53], as seen in Figure 3. This mean-
ing representation can be expressed in logical forms, such



Figure 3. Visual representation of a meaning representation
graph

as predicate calculus or SQL, where it can be treated as an
executable program [34].

Early Semantic parsers were rule based and were tradition-
ally constructed manually. Rule based parsing was a domain
specific semantic parsing method [38]. These early attempts
utilised pattern matching [33], syntax-based systems [69].
While rule based approaches were relatively simple, they were
domain specific and thus not adaptable to other domains.

Many fully supervised machine learning methods proposed
[50, 82] uses a fully annotated data-set of sentences and their
corresponding logical expressions as training data [42]. A big
limitation on fully supervised machine learning methods these
types of machine learning methods is that they require large
amounts of high-quality annotations of example sentences to
train on, which can require non-trivial efforts.

Weakly supervised methods [6] have also been suggested,
by using a data-set of question and answers as training data.
However weakly supervised method require larger search-
space to train on than other methods, and also get affected
by high noise contained in the data which can result in two
unrelated variables to be correlated [38].

Due to the limitation of both fully and weak supervision
methods, unsupervised methods [53] have also been proposed
which by clustering tokens with the same type using the
clusters to combine sub-expressions [38].

4.2 Semantic Parsing Based KB-QA
QA using semantic parsers are done by mapping the natural
language question to a formal meaning representation [34],
which can be treated as an executable program, then queries
on the KB and extracts the answer.

Figure 4. Sequence to Sequence model architecture, from
Jurafsky "Speech and language processing" [34].

Despite semantic parsers’ success in literature [43, 68,
80, 81], it has been argued that semantic parsing based ap-
proaches to QA do not scale well [7].

4.3 Sequence to Sequence Models
Using Neural Networks for semantic parsing have been pro-
duced underwhelming results [47, 80, 82].

Liang et al, in 2017, introduced Neural Symbol Machine
(NSM) [46], which outperformed state-of-the-art semantic
parsers. This was achieved through the use of sequence to
sequence models.

Sequence to Sequence models, are models that manage to
compute contextual output sequence that isn’t limited by out-
put length. Many applications exist for sequence to sequence
models such as semantic parsing [47], syntactic parsing [63],
image captioning [64], machine translation [15, 37], etc.

The underlying architecture is to have an encoder network
that translates natural language into a contextualisation rep-
resentation of it (the context vector) [34]. The context vector
is then passed onto the decoder, which outputs a sequence of
tokens. Figure 4 shows a visual representation of the sequence
to sequence model.

Liang et al. [46] used a Recurrent Neural Network (RNN)
as both the encoder and decoder proposed by Cho et al. [15],
in their sequence to sequence model. RNNs is a neural net-
work that contains cycles [34], allowing for arbitrary length
input and output. Thus the encoder-decoder RNNs are trained
together to learn to encode any length natural language in-
put into a set length context vector, and decoded back into a
sequence of tokens [46].

Using sequence-to-sequence model approach to IQA could
result in state-of-the-art performance just as it results in state-
of-the-art semantic parsing.

4.4 Embedding Based KB-QA
Embedding is the task of translating natural language ques-
tions to vectorial representations [12]. The vectorial repre-
sentations do not require pre-defined grammars or lexicons
and can retrieve information from KB independent from its
schema [12].

Embedding based models can be split up into two parts,
the encoder and the decoder. The encoder is tasked with sum-
marizing the natural language input into the low dimensional



vector representation, while the decoder generated the output
from the low dimensional vector representation [78].

Embedding models have managed to achieve performance
close to state-of-the-art, such as TransE [11], whose simple
and effective embedding model achieves state-of-the-art pre-
diction performance. However, TransE struggles with dealing
with one to many, many to one, and many to many relations
in KBs [30]. TransH [66] attempts to fix these issues by trans-
lating vectors on a hyperplane.

However, both TransE and TransH assume that entities
and relations in KB tuples share the same vector space [30].
Lin et al. [48] proposed TransR and CTransR based on the
idea that entities and relations are different objects. However,
the drawback of this is that the model is computationally
expensive and cannot be applied to large-scale KBs [30].

Ji et al. [30], in 2015, took this idea a step further and
proposed a more fine-grained model, TransD. This model
used fewer parameters and included no matrix-vector multi-
plications (only vector operations), allowing the TransD to
scale to larger KBs, with better performance than TransR and
CTransR.

All embedding methods mentioned so far ignore the two
properties of KBs (heterogeneity and imbalance) [31]. Lack
of the heterogeneity property will cause complex questions
to be under fitted or simple factoids to be overfitted [18]. The
imbalance property suggests that head and tail entities should
be treated differently [18].

TransParse [31], TransA [70], and TransG [71] provides an
embedding model that acknowledges KBs properties, while
TransA and TransG continue to improve performance by intro-
ducing different Gaussian mixture models to embed entities
and relations [18].

Embedding based QA systems have the limitation that they
find capturing complex reasoning (which is needed to answer
complex questions) challenging. There have been approaches
attempting to overcome this limitation by performing random
walks around the KG [28, 44, 51, 60], independent of the
query relation [19]. This leads to inefficiency since random
paths need to be pre-computed.

This is one of the motivations for using a Reinforcement
Learning based approach to KB-QA.

5 Reinforcement Learning
Reinforcement Learning (RL) is often considered as the third
machine learning paradigm (with supervised and unsuper-
vised being the other two), where an agent in an environment
is learning what to do by mapping situations to different ac-
tions and doing so to maximize some reward signal it received
for performing these actions [59].

There are three key categories of reinforcement learning,
namely dynamic programming, Monte Carlo methods and
temporal difference methods [61]. All three categories frame
the decision-making problem into a Markov Decision Process

(MDP), a mathematics-based method for solving decision-
making problems with four key elements.

5.1 Elements of MDP
A policy dictates the agent’s way of making decisions by
mapping a set of states in the environment observed by the
agent to actions which it will take [59]. Generally, policies
can be stochastic by providing a probability for each action.

A reward signal is used to define a reinforcement problem’s
goal by providing a reward to the agent for making decisions
(i.e. actions which will lead the agent closer to its goal will
have more rewards than ones that do not). Its the objective of
the agent to make decisions that will maximize its rewards
over the long run. Furthermore, it is the reward function that
will motivate a change in an agents policy. If a policy’s action
leads to low rewards, then the policy may be altered [59].

While the reward signal is used to indicate immediate re-
wards after an action is taken, the value function is used to
specify what action is good in the long run [59]. In other
words, it can be seen as the total amount of reward expected
from the agent over multiple time steps. The value function
determines the long term effect of making an action by con-
sidering the available actions and rewards in the next state
[59].

The last element is the model, which is used to make infer-
ence about what is accessible to the agent about the actions in
the environment. This allows an agent plan for future states
and their rewards. This element is optional, which means
RL algorithms that don’t use a model are called model-free,
whereas ones with models are called model-based [59].

5.2 RL based KB-QA
The use of RL for KB-QA has recently become a more popu-
lar approach to QA systems. Recent literature [19, 26, 36, 72]
show that using RL in QA systems manage to achieve state-of-
the-art results, even with complex questions (unlike embed-
ding and semantic parsing based methods) that need multiple
steps of reasoning. Das et al. and Xiong et al. [19, 72] use
KGs as an environment for RL agents to traverse and learn
question answering.

In 2017, Xiong et al. [72], proposed an RL algorithm called
DeepPath, which learns to pick paths between entity pairs
in KGs. DeepPath had the limitation of needing to know the
answer entity in advance, making their agent dependent on
knowing the answer entity.

To overcome this limitation, Das et al. [19] introduced MIN-
ERVA, which uses policy gradients to learns how to answer
queries by traversing a Knowledge Graph, which managed
to outperform DeepPath without needing to know the answer
entity.

More recently, Kaiser et al. [36] developed a state-of-the-
art RL agent called CONQUER, which is a model-free algo-
rithm that is trained with a policy gradient algorithm called
REINFORCE [67] to answer questions in a ConvQA system.



It is done by training the agent to reformulate the question
being asked to find the best answer.

Godin et al. [26], in 2019, took a different approach to
ConvQA, in that they trained an agent using REINFORCE
to not only walk on a Knowledge Graph and come to the
correct answer but also know when not to give an answer
if it is unsure. Godein et al. [26] also argued that current
metrics lack, as they do not take into consideration situations
where the KB does not have the answer. Thus a new metric
was proposed where the testing data included examples where
there was no answer, and the QA system must report so. Using
this new metric CONQUER outperformed MINERVA.

The last two agents use the REINFORCE algorithm, which
has the disadvantage high variance and a lack of general
converge theory, which makes the policy susceptible to a
false maximum [67].

5.3 TextWorld
In 2019, Côté et al. [17], introduced TextWorld, which is a
Python library that provides an interactive text-based environ-
ment for RL agents to learn and train. More specifically, it
creates a framework in which interactive text-based games
can be developed, along with question-answer pairs. As a text-
based game, TextWorld can be used to research and develop
more generalised QA systems [1].

The interactive environment created is based on a provided
KB, where entities and relations translate to locations and ac-
tions in TextWorld, allowing agents to roam the environment
and maximize their rewards by learning the optimal policy.

Using TextWorld, Yuan et al. [79] showed that an agent
tasked with interacting in a partially observable text-based
environment in order to extract information posed challenges.

Yuan et al. [79] suggested improvements to the model
such as structured memory [2, 20] to allow an agent to re-
call locations they have already explored. Another problem
faces were model overfitting [79], which could be resolved
by implementing intermediate rewards to sub-tasks, which
would reward the agent at intermediate steps when verifying
attributes (answers) that require long procedures to solve [79],
such as complex questions.

Another improvement could be to replace the valued-based
methods used by Yuan et al. [79], which is argued to have
poor convergence [49].

6 Conclusions
Natural language is inherently paradoxical, ambiguous, and
inconsistent. This makes traditional NLP approaches to QA
challenging. Hence, this paper outlines significant advances
in QA using state-of-the-art NLP methods such as semantic
parsing, embedding, and sequence to sequence models to
address these structural and syntactic problems.

The literature indicates that many NLP QA models have a
structural and syntactic understanding of sentence construc-
tion but fail to understand natural language. As seen through
many widely used QA solutions that fail to comprehend com-
plex reasoning about a knowledge base. This is motivation to
make question answering systems interactive, which allows
us to frame problems of IQA as RL problems.

Literature shows that RL based QA systems are better able
to reason over complex chains of reasoning than traditional
QA systems.

However, current RL based IQA systems have found the
ability to generalise to unseen environments challenging. This
strengthens the notion to continue research on RL based IQA
systems to answer complex questions in generalised environ-
ments and possibly using an hybrid of traditional NLP based
approaches and RL methods could lead to better performing
and more accurate IQA systems.
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