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Abstract
Question-answering systems are said to be situated at the
intersection between natural language processing and infor-
mation retrieval. A fundamental challenge in creating con-
versationally plausible and increasingly accurate QA systems
is that traditional NLP methods fail to capture the underly-
ing structural composition of language. That is, models fail
to comprehend and understand required tasks. In this paper,
we explore both traditional methods of QA and outline the
current state-of-the-art. To this end, we investigate the preva-
lence of machine learning techniques, namely unsupervised
learning, as a possible means of capturing latent structural
and compositional factors of natural language, in the form
of conversations and textual-utterences. We also consider in-
teractive question answering as a viable solution to the core
challenge of natural language understanding. We also exam-
ine reinforcement learning as a means of solving complex
QA problems which show positive improvements over tra-
ditional methods. Finally, we examine the integration of RL
and text-based environments for IQA. The investigation finds
that the structure of IQA problems makes them well suited
for solving using RL. Based on the current literature, we
suggest that state-of-the-art NLP methods such as neural se-
mantic parsing and machine reading comprehension, would
see consequential improvements in performance, dialectic
ability, and accuracy over non-interactive systems. Moreover,
we propose text-based game simulators as a demonstrably
proficient and viable channel for future QA research.

1 Introduction
Question answering (QA) systems have become a popular
tool for the navigation and querying of large-scale knowledge
bases (KB) [16]. However, an increasing demand for speed
and precision of such systems has motivated the exploration
of differing methodologies and techniques [24, 44, 48]. Inter-
active question answering (IQA) has emerged as a hybrid of
QA and dialogue systems that seek to initiate a dialogue with
a user in order to better answer a query [45].

This paper aims to review the state-of-the-art of both IQA
and QA in order to better elucidate strengths, weaknesses, and
applicability of current methodologies and practices. To this
end, current literature has indicated neural semantic parser,
machine reading comprehension, named entity recognisers,
recurrent neural networks, and reinforcement learning agents
to be highly pertinent and useful techniques for answering
domain specific user queries to a KB [26, 55].

We will also investigate the viability of text-based games,
as opposed to traditional training methods, as means of de-
veloping more generalisable and novel systems for natural
language processing (NLP) based QA systems [2].

2 Question Answering
Natural Language processing can be defined as the episte-
mological union between Computer Science, Linguistics,
and Artificial Intelligence. It seeks to use a variety of cross-
disciplinary techniques allow for machines to achieve some
level of comprehension of natural languages. QA is said to
be situated at the intersection between Information Retrieval
(IR) and NLP [24]. Such systems see requests for information
retrieval being (at least partially) expressed as natural lan-
guage statements or questions [44]. This marriage of using IR
to narrow down information and NLP techniques to extract
answers has proven itself to be a powerful union. QA systems
are determined to be either domain-specific or open-domain.

Domain-specific question answering is concerned with
questions that fall within a clearly defined and limited do-
main [66]. This allows for domain-specific knowledge or
previously formalised ontologies to be integrated with the
QA process. On the contrary, open-domain QA systems are
designed to answer questions relating to, ideally, any topic
[66]. Thus, the system relies on generalised ontologies and
a wide domain of knowledge to draw upon. Such systems
usually require vast amounts of readily available data from
which to extract answers.

Current state-of-the-art automated QA systems are typi-
cally organised into a trimodal architecture that includes: a
question-analysis module, a search engine, and an answer ex-
traction module [48, 62]. The question-analysis module clas-
sifies questions into types, extracts the pertinent keywords,
and determines a questions answer type. This module has also
been used to reformulate a question into a semantically equiv-
alent expression or set of similar questions [28]. The output
of this model is then fed into the search module wherein a
subset of a corpus deemed most likely to contain the answer
to the original question is returned. The answer extraction
module then uses the question’s answer type along with this
narrowed down subset in order to generate a ranked-list of
possible answers to the original question [60].

It is said that most QA systems rely on factoid questions
[39]. That is, questions whose answers can be expressed with
simple short-text. Jurafsky & Martin [39] outline two ma-
jor paradigms for factoid-based QA: IR based QA (open-
domain) and knowledge-based QA (domain-specific). These



approaches are said to approach QA using simple NLP & IR
and QA using NLP-based reasoning, respectively [28].

3 Information Retrieval
Open-domain question answering (otherwise referred to as
IR-based QA) aims to find an answer 𝑎 to a question 𝑞 from a
large corpus of text 𝐷 [61]. This system is said to generally
follow the retrieve and read model [39]. That is, a two-stage
process that requires an IR engine to retrieve a subset of
relevant documents or passages 𝐷𝑟 from 𝐷 that are read and
processed by some reading comprehension system that finds
spans (a continuous string of text) deemed most likely to
answer the question [39].

3.1 Architecture
Typically, the retrieve stage follows classic IR techniques that
aim to narrow down relevant passages or documents from a
vast corpus of data. These retrieved passages are processed by
NLP-based neural reading comprehension algorithms that aim
to return a ranked-list of documents containing possible an-
swers to the original question [60]. IR-based QA systems are
assumed to have a large corpus of data to draw upon, a search
module/engine for indexing, a named entity recogniser, a stan-
dard and extendable set of types useful to a wide range of
domains, as well as question-analysis and answer-extraction
modules [60]. The composition of these components can be
seen in Figure 1.

3.1.1 Reading Comprehension. Span labeling is commonly
used to model the job of answer-extraction. Thus a neural
algorithm for reading comprehension (reader) is given a pas-
sage 𝑝 and a question 𝑞 and assigns probabilities to each span
𝑎 such that it is an answer to 𝑞.

More formally, given a question 𝑞 of 𝑛 tokens (𝑞1, ..., 𝑞𝑛)
and a passage 𝑝 of 𝑚 tokens (𝑝1, ..., 𝑝𝑚), the reader will be
required to calculate 𝑃𝑟 (𝑎 |𝑞, 𝑝) such that span 𝑎, where 𝑎 is a
subset of 𝑝, is a possible answer to 𝑞 [39].

Hence, we can express the task of the reader as a supervised
learning problem where a predictor 𝑓 learns to take in a
passage 𝑝 and a question 𝑞 and return span 𝑎 as an answer
[12]:

𝑓 : (𝑝, 𝑞) → 𝑎

3.1.2 Reading comprehension: a brief history. The 1970s
saw the QUALM [53] system setting a strong foundation for
future automated reading comprehension related-work. The
computational and general complexity of the automated read-
ing comprehension problem meant that little further progress
was achieved in the field until the late 1990s.

In 1999, Hirschman et al. [32] proposed Deep Read - an au-
tomated reading comprehension and QA system and as well as
some baseline and dataset for future reading comprehension
work. This breakthrough was followed by ANLP/NAACL [1]

hosting a computer-based reading comprehension workshop
the subsequent year.

Over a decade later, multiple machine-learning based meth-
ods were being explored for reading comprehension that
brought with them landmark datasets containing QA-pairs,
and performance baselines with which to compare accuracy
with others [12]. Most notably, 2015 saw researchers at Deep-
Mind [30] propose a neural network (NN) model that achieved
state-of-the-art accuracy as well as providing a scalable so-
lution for the creation of large-scale training data [12]. It is
argued that 2016 onward saw the QA field enter the deep-
learning era [12]. During this time, Rajuparkar et al. [64]
established the SQUAD [64] database - thought to be one of
the most consequential additions to the QA field [12, 64, 74].

Since its creation, many more datasets such as HOTPOTQA
[82], RACE [49], and SQUADS’s predecessor SQUAD 2.0
[63] have been established that have improved upon the weak-
nesses of SQUAD [12, 63].

Figure 1. Architecture of QA system taken from Open-
Domain Question–Answering by John Prager [60].

4 Knowledge-based QA
The general idea of knowledge-based QA (KB-QA) consists
of mapping some natural (or partially natural) language query
to a logical or semantic representation suited to query a data-
base for an answer. Numerous datasets exist that map QA
pairs with some logical form - the complexity of which vary
as can be seen with the following examples [39]:

• GeoQuery: a dataset of question-answer pairs to US
geography based factoids [27].

• DROP: a dataset comprising of complex questions re-
quiring some form of reasoning to answer [22].

• BREAK: a dataset designed to help train a model to de-
compose questions via Question Decomposition Mean-
ing Representation [76].

The pursuit of building a model that can generalise and
capture latent structures of components of training data also
garnered attention, with many models failing to capture more
complex compositional generalisation [57]. Current literature
categorises KB-QA into two main categories: graph-based



QA and QA by semantic parsing [39, 80], both requiring some
form of entity linking prior to their execution.

4.1 Entity linking
Entity linking (EL) maps an ontological entity from a knowledge-
base to some relevant textual mention [35]. This (generally)
two-stage process is done by mean of mention detection and
mention disambiguation [39]. Mention detection, in conjunc-
tion with named entity recognition (NER), identifies and clas-
sifies entities from a passage of raw text into predefined cate-
gories [81]. If a given entity refers to multiple possible clas-
sifications, mention (or named-entity) disambiguation seeks
to map an ambiguous mention with its corresponding actual
entity [33]. One such algorithm is the TAGME linker [23] that
identifies short-phrases from within a passage of unstructured
text and maps them to a relevant Wikipedia page 1. The litera-
ture refers to such tools as Wikification algorithms whereby a
set of entities is defined as a set of Wikipedia pages [39].

More recent EL models have utilised neural graph-based
linking [39] and NN models [8] due to their impressive fea-
ture abstraction and generalisation abilities. Such models re-
quire entities to be projected as low-dimensional vectors with
features of textual mentions and corresponding candidate en-
tities being learned from data [8, 19]. Current literature shows
such unsupervised learning approaches to yield performance
improvements on current state-of-the-art models [19, 51].

4.2 QA by Relation Extraction
Graph-based methods model the KB as a graph with enti-
ties as nodes and propositions or relations being represented
as edges. Research has shown graph-based QA methods can
improve performance of information extraction, question clas-
sification, relation extraction, as well as NLP related tasks
such as part-of-speech tagging and named-entity recognition
[9].

4.2.1 RDF triples. In the simplest case of Graph-based QA,
factoids are expressed as a set of 3-tuples containing some
predicate and two arguments that serve to denote a simple
proposition or relation [39]. These tuples are referred to in the
literature as Resource Description Framework (RDF) triples
and are deceivingly powerful and versatile forms of relation-
expression [3, 72]. Within this framework, a question-task is
expressed as an RDF tuple with a missing argument, where
the goal of the QA system is to answers questions about 𝑡ℎ𝑎𝑡
missing argument. Some popular examples of RDF triple
databases are DBpedia [52] or Freebase [6].

To illustrate RDF based QA in action, the following exam-
ple was adapted from Jurafsky [39]. Consider the following
RDF triple:
(University of Cape Town, established in, 1829).
This can be used to answer questions such as "When was
UCT established?" or "What university in Cape Town was
1https://tagme.d4science.org/tagme/ (Accessed May 28 2021)

established in 1829?". Our next step is to determine what
relation is being asked-about. Assuming entity linking has
been completed, a user-query such as "When was UCT es-
tablished?" can be mapped to some relation within the KB.
Relation detection and linking can be achieved by computing
some similarity metric between an encoded question and each
possible relation within the KB. For the purposes of relation
detection, a BERT model [20] can be utilised in order to en-
code a question’s span with the probability of a particular
relation. Lastly, the KB is searched for triples containing the
entities and relations returned in the previous step after-which
some ranking algorithm or classifier is used to determine the
most likely entity-relation pair for the given question.

4.3 QA by Semantic Parsing
Semantic parsers translate natural-language text into a seman-
tic representation (or logical form) in a format that machines
can act upon [36, 39, 42]. Within the context of QA, semantic
parsers map some question to a representation that is said to
be executed against an environment (typically a KB of some
kind) in order to generate an answer to that question.

These formalisms can be expressed by means of predicate
calculus (or first order logic) [69], query languages [43], a
labeled graph [5], or some other executable program [71].
While it is well documented that semantic parsing acts as a
boon to QA systems [54, 77, 78, 86], the extent to which su-
pervised learning is used varies [39]. Hence, semantic parsers
can be fully supervised where questions are paired with pre-
determined logical forms or weakly supervised, where an
explicit answer in the training data is given thereby allowing
for logical form to be modeled as a latent variable [39, 75].

4.3.1 Rule based. The earliest strategies for semantic pars-
ing systems were primarily rule-based systems based heavily
on pattern matching [37], or strict syntax based systems [79].
Such rule-based approaches made systems hyper-domain spe-
cific and ungeneralisable [42]. While some methods showed
promise with respect to adaptability, the limitations of rule-
based semantic parsers motivated researchers to look towards
supervised learning.

4.3.2 Fully supervised. Fully-supervised statistical learn-
ing techniques for semantic parsing have been thoroughly
explored throughout the literature [47, 85, 87]. These data-
driven approaches required sentence-logical form pairs, where
semantic parsing models would be trained to map the natural
language sentences to a corresponding logical form. As a con-
sequence, such systems require large amounts of annotated
and compositionally-structured training data, a task that is
deemed practically unfeasible for current million-scale KB
or hyper-niche domains [42, 80]. Moreover, unsupervised
learning for semantic parsing was crucial to address the short-
comings of data-driven approaches [59].



4.3.3 Weakly supervised. A fundamental change to the
training of semantic parsers was the shift to training on the
result of an execution of a logical form [42], where the under-
lying semantic representation is modeled as a latent variable.
Consequently, weak supervised learning favours minimal
domain-specific assumptions about a KB leading to greater
flexibility [36]. While an improvement on previous attempts,
weak supervised learning require a much larger search-space
with which to explore during training. Such methods also fall
victim to spurious correlations forming due to noise within
the data [42].

4.3.4 Unsupervised. A critical challenge to supervised learn-
ing methods for semantic parsing is the high cost of creating
correctly annotated data from from which to train and validate
models upon [31]. Poon & Domingo [59] proposed the first
approach to unsupervised semantic parsing. This saw tokens
of the same type clustered together, after which expressions
whose subexpressions fell within the same cluster were then
recursively clustered together. Herzig & Berant [31] identify
the underlying repetitive structural composition of language
by training a neural semantic parser over a pooled collection
of multiple KBs. Their model saw state-of-the-art accuracy
on the OVERNIGHT dataset. The ability to generalise the un-
derlying structure of language in order to semantically parse
a KB has become a popular topic of research [42].

4.4 Encoder-decoder model
Encoder-decoder (or sequence-to-sequence) networks (or
models) have been a topic of extensive research within recent
years [42]. These networks have appeared in the literature
to be applicable to a variety of NLP-based applications such
as machine translation [13, 41], syntactic parsing [73], text
summarising [88], question answering [18, 39], and semantic
parsing [36, 42].

4.4.1 Architecture. Encoder-decoder networks are gener-
ative models capable of producing sequences of context-
specific text of variable length. The fundamental idea behind
this framework is the sequence-to-sequence aspect. An en-
coder network takes in a sequence as input and returns some
contextualised representation as output (called the context).
The context is passed to a decoder that produces some task-
specific sequence as output [39].

More formally [39], an encoder is said to accept an input
sequence 𝑥𝑛1 and generate some contextualised sequence of
representations of that input, ℎ𝑛1 . A decoder accepts a context
vector 𝑐 and produces a sequence of hidden states ℎ𝑚1 which
allow for some output states 𝑦𝑚1 to be obtained.

4.4.2 Recurrent neural networks. An recurrent neural net-
work (RNN) is a neural network consisting of a hidden state
ℎ and an optional ouput 𝑦, that operates on a sequence 𝑥

of variable-length 𝑇 [13]. Practically, the encoder-decoder
model can be applied to a pair of RNNs in order to learn

to encode a variable-length sequence into some fixed-length
representation, after which this sequence is decoded back into
some new variable-length sequence. Thus, this pair of RNNs
are jointly trained to maximise the conditional probability of
a target sequence given a source sequence [13].

5 Interactive question-answering
Hardy et al. [29] argue that systems should strive for conversa-
tional plausibility and thus be modeled to imitate the nuances
of natural human-to-human interaction. Within more current
literature, a dialogue system refers to an automated system en-
gaging in coherent dialogue with a human participant [45]. By
both definition and design, a dialogue system should involve
a human participant interacting with the system in order to
achieve a specified goal. Hence, interactive-question answer-
ing (IQA) can be thought of as the union between a dialogue
system and QA.

5.1 Question answering
In IQA, an agent is tasked with answering questions by inter-
acting with a dynamic environment [26]. This environment
can be in the form of a knowledge-base [21], a text-based
game [15, 83], or some other kind of entity-relation schema.
A primary focus of machine reading comprehension (MRC)
research centers around the retrieval of declarative knowl-
edge - that is, explicitly stated or static descriptions of entities
within a KB [83]. Evidence suggests that current MRC and
neural methods fail to fully engage in actual comprehension
abilities - that is, they fail to capture an understanding of a
required task [70, 83, 84]

5.2 User interaction
The incorporation of user feedback or utterances has been pro-
posed as a means of improving neural semantic parsing [42].
Iyer et al. [34] proposed interactive user-feedback to improve
the mapping of textual questions directly to query-language,
thereby removing intermediate meaning representation. Lar-
wence & Riezler [50] utilised user-feedback on the quality
of a system, in the form of user-interaction logs, to improve
neural semantic parsing. By modeling meaning representation
as a latent variable, Artzi & Zettlemoyer [4] propose semantic
parsers can be trained using conversational feedback.

Within recent years, there has been much work done in the
ability of an agent to answer a series of interrelated questions
from some KB [14, 46, 67, 68]. Reddy et al. [67] argue that
conversational QA is essential for the goals of information-
gathering agents while further evidence shows follow-up ques-
tions to significantly increase model accuracy [46]. Hence
models should aim to comprehend the context of a ques-
tion while also capturing more abstract ideas such as topic
continuity and topic shift. The capturing of these latent con-
versational factors should allow for conversational agents to
engage in more coherent, on topic, and interactive dialogue



with a user - achieving both conversational-plausibility as
well as answering accuracy [46, 68].

5.3 Reinforcement Learning
Within the reinforcement learning (RL) paradigm, an agent is
considered to make a sequence of policy-based decisions in
order to maximise some expected reward once the sequence
is finished [42]. However, due to the large action-state space
of many NLP problems, there is motivation for more pow-
erful methods of RL. Deep reinforcement learning (DRL)
addressed this shortcoming of RL and has gained popularity
in NLP as many related problems can be expressed as some
form of sequence decision-making problem [65]. That DRL
agents can attained improved accuracy over traditional meth-
ods can be trained interactively through human feedback, a
growing body of research points to such agents having im-
proved accuracy over traditional methods [56].

5.3.1 RL based QA. The embodiment hypothesis theorises
intelligence to be an emergent property between an agent act-
ing upon an environment with sensory-motor activity [38].
Das et al.’s [17] proposed EmbodiedQA2 is a reinforcement
learning (RL) agent trained to navigate a 3D environment
in order to answer a dataset of questions. EmbodiedQA was
trained with an explicit goal of generalising to unseen envi-
ronments. Benchmark evaluations demonstrated its ability to
accurately answer questions relating to the environment. Two
benchmark oracles were used: one human, and one computa-
tional [17].

Literature has also shown the promise of applying RL
agents to more complex QA problems [11]. Chali et al. trained
an RL model to generate summaries as answers to com-
plex questions. Evaluation results against current benchmark
datasets demonstrate the effectiveness of an RL-based ap-
proach to QA. The authors also found that training proce-
dures that allowed for real-time human interaction further
improves model performance, which was corroborated by
previous work [10].

Buck et al. [7] proposed an RL agent to act as an interme-
diary between a user and a blackbox QA system (referred to
as the environment). This process sees an agent reformulates
an initial question from a user into, potentially, many that are
probed against the environment. The environment’s responses
are aggregated into a candidate ’best’ answer to the initial
question. These latent reformulation questions are created
in order to maximise the likelihood of getting the correct
answer. Evaluations found the agent to outperform a state-
of-the-art base model and as well as other benchmarks. The
agent was able to discover strategies for successful question-
reformulation that were found to somewhat resemble estab-
lished IR techniques including term re-weighting and stem-
ming [7].

2https://embodiedqa.org/ (Accessed May 29 2021)

Godin et al. [25] posit that current metrics used by RL
agents for QA over knowledge-graphs are inadequate for
modeling results with confidence. More specifically, such
systems fail to account for situations where there is, in fact,
no answer within the KB to the question at hand. An RL
agent was trained to answer questions relating to a knowledge
graph, where it had the ability to not answer a question if it
was deemed (by the agent) to not fall within the domain of
the KB. Their results showed increased accuracy and a posi-
tive improvement, over previous approaches. Such findings
provide evidence that abstaining from answering a question
could help improve QA accuracy and effectiveness [25].

5.4 Text-based Environments
Utilising some text-based world generating framework, RL
agents are able to dynamically interact with text-based envi-
ronments to achieve some goal - normally rooted in information-
extraction or question answering. The underlying environ-
ment with which the agent inhabits can be some abstrac-
tion of a real-world KB wherein different in-game objects
or locations can be decoded as representing some real-world
entity-relation pairs. Within this textual space, RL agents are
expected to learn optimal policies with which some reward
is maximised. These policies represent some abstraction of
"skills" or strategy with a sequence of actions can maximise a
reward. Such skills include certain forms of reasoning, com-
prehension, memory, as well as contextual-awareness of their
environment [58].

One of the most popular framework for text-based games
is TextWorld [15, 58]. TextWorld is an open-source simula-
tor developed by Microsoft that aims to train RL agents to
acquire skills such as decision making and language compre-
hension3. Using TextWorld, Yuan et al. developed Question
Answering with Interactive Text (QAit) [83]. Here an agent
interacts with a partially observable text-based environment
in order to gather information such as attributes of objects
such as locality, existence, and other features. With the popu-
larity of text-based games, many of the barriers to entry for
approaching RL problems in NLP are thought to have been
lifted - which some posit will have a significant impact on
language learning in dialogue-like environments [40, 58].

3https://www.microsoft.com/en-us/research/project/textworld/ (Accessed
June 3 2021)



6 Conclusions
Despite showing success in earlier years, more recent NLP
and QA literature has illustrated unsupervised learning to
outperform standard QA procedures. One such example is the
impact machine reading comprehension had on information-
retrieval methods, which showed consistent state of the art
improvements as more advanced ML methods were inte-
grated into the practice. Furthermore, great success has also
been observed on knowledge-based QA as the literature has
shown unsupervised learning techniques to greatly improve
semantic parsing. To this end, current works show sequence-
to-sequence models coupled with recurrent neural networks
to have demonstrated state-of-the-art aptitude over current
standard practices. Such machine learning techniques aim
to capture underlying structural information regarding nat-
ural language and aim to model these more abstract, latent
variables with increasing success.

With such context in mind, the literature suggests that there
are still a multitude of promising techniques and methods that
have not yet been the subject of extensive research. Current
evidence suggests that adding greater interactivity into a QA
systems’ training process yields significant performance im-
provements over traditional methods. These positive changes
bring about considerable improvements with respect to a QA
model’s coherence, accuracy, and dialectic abilities.

A growing body of research has also indicated the novelty
with which reinforcement learning-based methods are able
to converge on solutions situates them well for NLP and QA
problems. These techniques, while being extremely versa-
tile in nature, also exhibit improvements over standard QA
methods. The inclusion of text-based environments has also
shown promise for interactive language learning problems,
and when used in conjunction with RL, has demonstrated
great proficiency necessary for the further research.
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