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1 Project Description

The Nguni language group of South Africa, including isiZulu and

isiXhosa, constitutes the most widely spoken language group in

the country [1]. Despite this prevalence in everyday South Africa,

Nguni language resources constitute less than 1% of content online,

whereas more than 50% of internet content is written in English [2].

Given the importance of language in enabling trade, and exchanging

knowledge, translation facilities are essential to the development

of South African commerce and education. The use of human trans-

lators is ideal, but expensive and slow. The alternative of machine

translation is more scalable, cheaper and faster.

Machine translation refers to the use of computer systems to trans-

late some source text from a particular source language into a

corresponding text in a target language [18]. This field of study

makes use of statistical models, to learn the underlying character-

istics of a source and target language pair and as such translate

between the two.

The current state-of-the-art is neural machine translation (NMT),

which makes use of a neural network architecture. This model has

allowed for higher quality translations when compared to its pre-

decessor, statistical machine translation, when applied in the high

resource language setting [16, 22]. High resource languages are

those languages for which there exist large amounts of parallel text

(parallel corpora) for training purposes. However, these advance-

ments have not been seen in the low and extremely low resource

language setting, where SMT has generally been shown to outper-

form NMT [19, 27, 28] despite more recent research showing cases

where NMT has outperformed SMT for short sentences, or when

NMT models have been finely tuned [9, 27]. Nguni languages fall

into this low resource language category, and as such research into

machine translation for this language group is limited but provides

an ideal scenario to investigate the use of SMT in a low resource

setting, in contrast with NMT.

2 Problem Statement & Research Questions

The primary challenge faced by machine translation for Nguni

languages is that of data sparsity. The models which have been

proven to yield the best results, are undermined by the limited

amount of existing parallel corpora for these languages. Whilst a

number of data augmentation techniques have been suggested in

past research [3, 6, 13, 15, 31], some of these techniques have not

been applied in the Nguni language context and there is no existing

performance comparison of these techniques for Nguni language

machine translation. This presents a problem in that there is cur-

rently no established “best practice” data augmentation technique

for Nguni language machine translation on which further research

may be based. As such, this project aims to provide a comparison

between baseline MT models trained on existing parallel corpora

and MT models trained on data that is augmented using one of

the following two techniques: 1) the creation of additional parallel

corpora using monolingual corpora via back-translation and 2) the

use multilingual parallel corpora as training data. The goal is to

establish which, if either, of the aforementioned data augmentation

techniques leads to the highest translation quality in the Nguni

language context. To achieve this goal the following research ques-

tions are proposed:

(1) Does making use of parallel corpora augmented with syn-

thetic parallel corpora from the back-translation of monolin-

gual corpora as training data for MT models lead to higher

BLEU scores when compared with the baseline MT models

when trained on low resource Nguni languages?

(2) Does making use of multilingual parallel corpus as training

data lead to higher BLEU scores for MT models, when com-

pared to the baseline MT models for low resource Nguni

languages?

(3) What combination of training data augmentation technique

and machine translation models yields the highest BLUE

scores for Nguni language translation?

3 Procedures and Methods

In this section we give a brief overview of the different approaches

we are going to take to answer the research questions posed in

section 2 and discuss the procedures and methods that we are going

to use.



The machine translation models, namely, phrase-based SMT and

Sequence to Sequence Transformers NMT, will be trained on several

datasets with appropriate hyperparameter optimization to get the

most optimal machine translation model. Publicly available datasets

obtained from different sources will be used as training data. These

datasets consist of monolingual and parallel data for the translation

of English to isiXhosa and isiZulu. Data augmentation techniques

such as back translation will be applied to convert the monolingual

datasets into additional parallel data. In addition, by training the

models using several parallel corpora consisting of isiZulu and isiX-

hosa, multilingual models will be created. Finally, the performance

of the models will be evaluated by computing the BLEU scores for

each model and appropriate quantitative comparisons will be made

with the different models.

3.1 Datasets

Datasets Number of tokens (million)

SADiLaR (parallel) 1.38

SADiLaR (monolingual) 2.42

Opus Corpus (parallel) 1.7

JW-300 corpus (parallel) 0.6

C4 multilingual datasets

(monolingual)

60

Table 1: Training Data: English -> isiXhosa.

Datasets Number of tokens (million)

SADiLaR (parallel) 1.0

C4 multilingual datasets

(monolingual)

200

Table 2: Training Data: English -> isiZulu.

3.1.1 English -> isiXhosa For the translation of English to isiX-

hosa we will use datasets retrieved from The South African Center

for Digital Language Resources (SADiLaR)
1
website which have

been made available as a result of the Autshumato project. These

datasets consist of a bilingual corpus, which have been aligned,

containing translations from English to isiXhosa in two separate

text files and a monolingual corpus
2
containing only isiXhosa

sentences. These monolingual data will be converted to parallel

data via back-translation. Datasets obtained from Opus Corpus
3

will also be used. These datasets which contain parallel corpora

have been gathered from various places such as Medical charts

(translated by the Medical Machine Translation project (MeMaT)),

Bible, Cape Town bylaws, South African Constitution, Universal

declaration of Human Rights, Mobile Xhosa, South African Navy

1
available at: https://repo.sadilar.org/handle/20.500.12185/525

2
available at: https://repo.sadilar.org/handle/20.500.12185/524?show=full

3
available at: https://opus.nlpl.eu/memat.php

from Stellenbosch, University of Cape Town Clinical, Crawled from

Western Cape Government andWiki titles. In addition, high-quality

parallel data obtained from the JW-300 corpus
4
will be used as

our main training data. A summary statistics for the datasets is

provided in table 1.

3.1.2 English -> isiZulu Tokenised parallel text retrieved from

The South African Center for Digital Language Resources (SADi-

LaR)
5
website will be used for training models to translate Eng-

lish to isiZulu. These parallel data have been extracted from vari-

ous sources such as the Autshumato corpus, translated texts from

Wikipedia, the Bible, the Book of Mormon, the Constitution of

South Africa, the Universal Declaration of Human Rights and some

sentences from the book “Beyond the He/Man”. In addition, data

obtained from the C4multilingual dataset
6
containing monolingual

data for isiZulu will be used as additional parallel data obtained

via backtranslation. A summary statistics of the above datasets is

provided in table 2.

3.1.3 Cleaning Data Since the performance of Machine Trans-

lation models relies heavily on the amount and quality of data

available, data cleaning forms a crucial part in the development

of an optimal model. Using poor data quality is more evident in

Neural Machine Translation models where their performance de-

grades more than that of Statistical Machine [17]. This is due to

NMT memorising bad examples more quickly [23].

A lot of the data that the models will be trained on are raw

web crawl data and data obtained using back translation; hence,

data cleaning will be of utmost importance. This process involves

true casing, removing duplicate translations, and removing non-

alphabetic characters [7]. Some corpora filters will be used to clean

the data depending on the corpus that is being used. These filters

are as follows[23]:

• Unique parallel sentence filter – removes duplicate source-

target sentences.

• Equal source-target filter- removes identical source side and

target side sentences.

• Multiple sources – one target and multiple targets – one

source filters – removes sentence pairs wheremultiple source

sentences are aligned with one target sentence and one

source sentence is aligned with multiple target sentences.

• Non-alphabetical filters – remove sentences that contain

non-alphabetical symbols.

• Repeating token filter – filters parallel corpora created from

a monolingual corpus, using back-translation.

• Moses Scripts – calls Moses scripts for tokenising, cleaning

and true casing.

3.2 Using Monolingual Data

The performance of a Machine Translation model depends on the

amount of data the model has been trained on; consequently, the

4
available at https://opus.nlpl.eu/XhosaNavy.php

5
available at: https://repo.sadilar.org/handle/20.500.12185/489?show=full

6
available on: https://github.com/allenai/allennlp/discussions/5265
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more data we have, the better our model will perform.While phrase-

based Statistical Machine Translation models have benefited by us-

ing monolingual data as training data, Neural Machine Translation

uses only parallel data for training which are often sparse, espe-

cially for low resource languages [29]. On the other hand, in some

cases, there is a substantial amount of monolingual data available

for the target language.

Sennrich et al. [29] showed that monolingual training data can

be treated as additional parallel training data which could improve

the quality of translation models by mixing monolingual target

sentences into the training set. They proposed two techniques to

achieve this: the first one treats monolingual training examples as

parallel examples with empty source side. The second technique

that the author proposed is to pair monolingual training instances

with a synthetic source sentence. This synthetic data is obtained via

back-translation. It is performed by training a machine translation

model that translates the target text into the source text. This model

is then used to produce the synthetic data. In this project we will

use the second technique since it resulted in a greater improvement

in BLEU score compared to the first technique.

A combination of the monolingual corpus of the SADILaR and

C4 multilingual datasets will be used to train two back-translation

models one for isiZulu to English and another one for isiXhosa to

English. The synthetic data produced by the back-translation model

will then be combined with the monolingual dataset, thus creating

additional parallel data. This data and the other parallel data from

SADiLaR, Opus Corpus and JW 300 Corpus will be used to train

the SMT and NMT models to translate from English to isiZulu and

from English to isiXhosa.

3.3 Multilingual Machine Translation Model

The performance of Machine Translation models for low resource

languages can be improved by training the models on a joint set

of bilingual corpora with languages that have similar semantics

[11]. This brings multilinguality which helps improve individual

translations [14].

In this project we will use the method proposed by Ha et al. [14]

for training the NMT models in a multilingual setting. This method

uses a universal Encoder and Decoder, i.e using a single NMT sys-

tem, thus does not require any modification to the architecture

of the system. We will also perform a one to many translation i.e,

from one source language to multiple target languages (English to

isiXhosa and isiZulu) which Dong el al.[8] showed there is a signif-

icant achievement in translation quality over individually learned

models when this method is used.

In the case of SMT, the translation model will be trained on a

merged corpora of English-Xhosa and English-Zulu parallel corpora.

Banerjee et. al. suggest the use of language model also trained on a

merged corpora [5]. However, research into multilingual SMT is

limited largely to pivot based multilingual examples of SMT. As

such, the use of both a merged language model and target language

specific language model will be explored during experimentation.

Both the SMT and NMT model will be trained on a merged

corpus. This corpus will consist of parallel data from the SADiLaR,

Opus corpus, and the JW 300 corpus for both English to isiXhosa

and English to isiZulu translations. In the case of the NMT model a

language token will be added in the input to differentiate from the

different languages.

3.4 Subword Segmentation

Sennrich et al.[30] showed that models trained on sequences of

subword units are more accurate than large vocabulary models.

They also showed that new words that have not been seen during

training time can also be generated.

Due to the agglutinative nature of Bantu languages, Byte pair

encoding will be used as word segmentation to model open vocabu-

lary translation in the machine translation models. We will use the

method that Sennrich et al. used that does not require a back-off

model for rare words, instead it encodes rare words via subword

units [30].

3.5 Model Implementation

The phrase-based SMT model will be implemented using the Stan-

ford Phrasal Toolkit. It is an open source, phrase-based MT toolkit

written in Java. It provides multithreaded decoding and online

tuning for learning feature-rich models for very large datasets

[12]. Additionally, the KenLM language modelling tool will be used

in conjunction with the Phrasal toolkit. This language modelling

toolkit is faster and uses less memory than other leading language

modelling toolkits.

The Sequence to Sequence Transformers NMT model will be

implemented using the FairSeq Toolkit. It is a sequence modeling

toolkit that allows to train custom models for translation, summa-

rization, language modelling and other text generation tasks [25].

It is written in pytorch and supports distributed training across

multiple GPUs and machines [25].

3.6 Model Validation and Evaluation

The models will be evaluated using k-fold cross-validation on par-

allel data obtained from the various sources and monolingual data

converted to parallel data via back translation. The data will be

split into three sets namely, train, test and validation. The train

set will be used to train the models, the validation set will be used

to evaluate the models during training and the best model will be

evaluated on the test set.

The performance of the machine translation models will be mea-

sured using The Bilingual Evaluation Understudy (BLEU) method

proposed by Papeinri et al [26]. BLEU is an automatic evaluation

method; it is fast, inexpensive, provides an objective view and

strongly correlates to human evaluation [10].

4 Ethical Professional and Legal Issues

Human evaluators will not be used in the testing process for this

project. As such, no prior consent or ethical considerations are

necessary.
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Third-party machine translation toolkits will be used within this

project. Thus, the sources of these toolkits will be acknowledged and

the conditions of use followed stringently. Additionally, training

data from third-party libraries will be utilised. The sources of these

libraries will also be acknowledged.

5 Related Work

5.1 English to Nguni Translation

As previously mentioned, research into machine translation for low

resource Nguni languages is limited. However, in a study published

by Martinus and Abbot benchmarking NMT for Southern African

languages, isiZulu was found to have the lowest Bleu scores when

compared with 4 other South African languages, whilst Afrikaans

had the highest [21]. A transformermodel was trained on theAushu-

mato parallel corpora, achieving a BLEU score of 1.34 for isiZulu,

with Afrikaans boasting a BLEU score of 20.60, the highest of all

tested languages .This poor performance was attributed to a lim-

ited dataset for training, low quality data and the morphological

complexity of the language. Griesel et. al suggest the use of statisti-

cal machine translation models with data pre-processing steps to

render the Nguni languages more comparable to English for trans-

lation purposes [22]. The aim of this work is to filter out some of

the differences presented by the morphological structure of Nguni

languages in comparison to English.

5.2 Monolingual Data Augmentation
Techniques

The use of synthetic parallel corpora created from monolingual

corpora in the target languages has been suggested to yield im-

provements in translation quality. This is done by using a filtered

back-translation approach, creating a synthetic source sentence

paired with the target sentence [15, 20, 31]. Bertoldi and Federico

suggest the use of source side monolingual corpora in creating

synthetic parallel corpora for domain specific machine translation

[6]. This method is expanded upon by the work of Wang and Zong,

incorporating a domain dictionary into the model along with mono-

lingual corpora [32].

5.3 Multilingual Data Augmentation
Techniques

The idea of a universal machine translation has also been proposed,

using a set of parallel corpora derived from parallel corpora with a

single source language and different target languages [3, 13].Nyoni

and Basset provide an argument for the use of multilingual learning

in the low resource setting for English to isiZulu translation based

on a English-to-isiXhosa and English-to-isiZulu learning model for

NMT [24]. The model is trained on parallel texts from the Orpus

corpus, Omniglot encyclopedia, Linguanaut Phrases Center and the

Wild Coast Xhosa phrase book. This multilingual learning yields

better results than the baseline or zero-shot learning approaches

when trained with similar multilingual languages with a gain of 9.9

BLEU Score in comparison with the model baseline [24].

6 Anticipated Outcomes

In this section we describe the outcome of the project, the key

features and major design challenges. We also discuss the impact

that this project will have and how we evaluate its success.

6.1 System

This section describes the different models that will need to be

implemented by the end of this project.

By the end of this project, the following models will need to be

correctly implemented: Firstly, a baseline phrase-based Statistical

Machine Translation (SMT) and a Sequence to Sequence Trans-

formers Neural Machine Translation (NMT) model trained using

parallel data obtained from the various sources will be implemented.

Secondly, synthetic data generated from monolingual data via back

translation will be used to train both the SMT and NMT models.

The back translation will be performed using another translation

model that translates the target sentences to the source sentences,

i.e., from isiXhosa or isiZulu to English. Thirdly, the SMT and NMT

models will be trained in a multilingual setting benefiting from the

semantic similarities of both languages. All these models will need

to be trained on high-quality data so that a fair comparison can

be made between them. As such, the data will need to be prepro-

cessed using byte-pair encoding and with appropriate data cleaning

techniques. After the models have been trained they will be able

to translate from English to isiXhosa, from English to isiZulu, and

from English to isiXhosa and isiZulu in the case of the multilingual

settings. Finally, the performance of all these models will need to

be compared with each other and the one that gives the greatest

improvement will be noted. This will help us conclude which tech-

nique helps achieve the greatest improvement in the translation of

low resource South African languages.

6.2 Expected Impact

Translation plays a crucial role in the development and expansion of

languages. It maintains cultural and linguistic diversity [4]. African

languages, which are often sparse, have not gained much attention

in the machine translation field. This project will help preserve

these languages, specifically Nguni languages, by using machine

translation to translate English to isiXhosa and isiZulu. It will also

help traditional Bantu languages transition into the modern world

where English is dominant. This will allow intercultural commu-

nication between African people and other people globally, thus

moving towards an inclusive system.

We expect the multilingual models to result in a greater perfor-

mance improvement than when using monolingual data to train

the models. We also expect that the state of art Neural Machine

Translation model will perform better than the Statistical Machine

Translation models in low resource settings when these different

data augmentation techniques are used.
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6.3 Key success factors

For this project to be considered successful, it will need to satisfy

various criteria. These criteria are as follows: high-quality parallel

data will need to be generated via back translation of monolin-

gual data. Maintaining the quality of the training data is crucial

since it significantly influences the performance of machine trans-

lation models, especially for neural machine translation models.

Furthermore, all models will need to be correctly implemented,

with the NMT model outperforming the SMT models as anticipated.

In addition, all evaluations of the models will need to result in a

comparable BLEU score, and appropriate comparisons will need

to be made between them so that the research questions can be

sufficiently answered. Finally, proving a significant improvement

in BLEU score for the different models compared to other research

performed in the machine translation field for Nguni languages

will result in considerable success for this project.

7 Project Plan

The following section outlines the plan that will be undertaken to

complete this project.

7.1 Risks

Potential risks that may occur have been identified and outlined

in the risk matrix attached in Appendix A. The probability and

impact of each risk has been assigned a mark out of 10, where 0

indicates no probability or impact and 10 indicates a certainty or a

devastating impact. The consequence of each risk coming to fruition

as well as mitigation, monitoring and management strategies are

also outlined.

7.2 Timeline

A Gantt chart is attached in Appendix B outlining the timeline

of this project. Deliverables and milestones are included in this

timeline.

7.3 Resources Required

The resources that will be used for this project are listed below:

7.3.1 Software Resources

• Stanford Phrasal SMT toolkit

• Fairseq NMT toolkit

• KenLM Language Modelling Toolkit

• OpusTool (Used to format JW300 parallel corpora)

• Google Collab

7.3.2 Hardware Resources

• Computer with standard computing facilities for UCT hon-

ours level work

• CHPC cluster

7.3.3 Data Resources

• JW300 English-isiZulu and English-isiXhosa parallel corpora

• Autshmato parallel and monolingual corpora

• MeMaT parallel and monolingual corpora

• Opus Corpus

7.4 Deliverables

The following table lists the final deliverables for this project.

Date Due Deliverable

4th June Literature Review

21th June Project Proposal

23th - 24th June Project Proposal Presentation

17th Sep Project Paper Final Submission

20th Sep Project Code Final Submission

4th - 8th Oct Final Project Demonstration

11th Oct Project Poster

18th Oct Project Web Page

7.5 Milestones

The following table lists the milestones for this project. These mile-

stones are included in the Gantt chart attached in the appendix:

Date Due Milestone

4th June Submission of Review

21th June Submission of Project Proposal

9th July Submission of Project Proposal Presentation

19th July Completion of training data sourcing

and pre-processing

10th - 13th Aug Initial Software Feasibility Demonstration

30 Aug Completion of model training and testing

6 Sep Submission of Draft Project Report

17th Sep Submission of Final Project Paper

20th Sep Submission of Project Code Final

4th - 8th Oct Final Project Demonstration

11th Oct Project Poster

18th Oct Project Web Page
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7.6 Work Allocation

The team will collaborate to source and pre-process the necessary

training data and design the experiment constraints and specifica-

tions. Team collaboration will also be used for shared deliverables

such as the project website and poster.

The core experimentation will be done independently, with each

team member implementing one of the machine translation ap-

proaches ie. SMT or NMT to be used for testing. Each approach

will test both data augmentation techniques and the baseline tech-

nique. Additionally, each team member will produce a final paper

independently.
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Appendix

A Project Risks

Risk Probability Impact Consequence Mitigation Management Monitoring

A team mem-

ber contracts

covid-19/is

unable to con-

tinue with

project mo-

mentarily

or perma-

nenantly

7 5 Increased workload

on other team mem-

bers for shared deliv-

erables.

Avoid engaging in social be-

haviour leading to exposure

to covid-19. Ensure work on

shared deliverables begins as

early as possible.

Engage with supervisor as

soon as illness occurs. Redis-

tribute work on shared deliv-

erables to other team mem-

bers, according to strengths.

Meet regularly and com-

municate honestly with

regards to health sta-

tus. Flag and suspected

issues early.

A team mem-

ber’s equip-

ment mal-

functions

during train-

ing/testing

stage

5 8 Delayed progress

of project due to an

inability to work.

Backup all project work on

a cloud platform allowing

access from different devices.

Make use of facilities pro-

vided by Computer Science

department. Where speciality

equipment is required en-

gage with teammates about

using their equipment when

possible.

Address suspected is-

sues with equipment

early and ensure soft-

ware is up to date.

Chosen toolk-

its prove insuf-

ficient for the

requirements

of the project

8 8 Project capabilities

fail to fulfil project

goals/answer re-

search questions.

Research chosen toolkits

thoroughly to ensure they

are sufficient for use. Make

use of supervisor advice

and wisdom in assessing

appropriateness of toolkit

for project use. Begin project

work early enough to allow

for a software pivot without

delaying project timelines.

Where toolkit capabilities are

insufficient look for 3rd party

libraries/plugins to achieve

desired results. Identify alter-

native toolkits for use in case

no such plugins exist.

Begin project work

early so as to iden-

tify strengths and

weaknesses of toolk-

its quickly.

Long training

times

6 8 Unexpected expan-

sion in time allocated

for training data lead-

ing to inability to

meet final project

deadlines.

Allocate a substantial

amount of time for train-

ing and testing purposes so

as to account for possible de-

lays. Where necessary make

use of additional computa-

tion resources to minimise

possibility of delay.

Reduce training data so as

to quicken training times.

Source additional computa-

tion resources allowing for

increased training times.

Track training time

with relation to sched-

uled training time so

as to identify potential

bloating in timeline

early.

Failure to

meet project

requirements

on time.

6 9 Facing marking

penalties.

Stay on schedule as outlined

in project timeline. Prioritise

core project tasks, in order to

avoid scope creep.

Upon discussion with super-

visor, reduce project scope

so as to allow for on time

completion of the project.

Regularly check project

progress against project

timelines.

Lack of ade-

quate skills to

complete the

project

4 9 Inability to complete

project on time and

at a high quality.

Engage with the necessary

research and learning materi-

als to develop proficiency in

required skills.

Where a skills inadequacy

is identified, make use of an

online course to improve

skills. Additionally, leverage

supervisor for his knowledge

on project subject matter and

guidance towards learning

materials.

Begin work on software

requirements of the

project as soon as pos-

sible. Monitor comfort

with necessary soft-

ware tools honestly and

continuously.

Table 3: Project Risk Matrix
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B Project Timeline

Figure 1: Gantt Chart Showing Detailed Project Timeline
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