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ABSTRACT
Knowledge representation and reasoning (KRR) is an approach to
artificial intelligence (AI) in which a system has some information
about the world represented formally (a knowledge base), and is
able to reason about this information. Defeasible reasoning is a
non-classical form of reasoning that enables systems to reason
about knowledge bases which contain seemingly contradictory in-
formation, thus allowing for exceptions to assertions. Entailment
checking is the process of determining whether or not a statement
can be inferred from a knowledge base. Currently, no programming
framework exists that supports defeasible entailment for propo-
sitional logic. We aim to investigate the scalability of defeasible
entailment algorithms, and implement these algorithms in a form
that allows for incorporation into a larger framework. We also aim
to implement a tool to generate knowledge bases which can be used
for the testing of these defeasible entailment algorithms and the
implementations thereof.

CCS CONCEPTS
• Theory of computation → Automated reasoning; • Com-
puting methodologies → Nonmonotonic, default reasoning
and belief revision.

KEYWORDS
artificial intelligence, knowledge representation and reasoning, de-
feasible reasoning, satisfiability solving

1 INTRODUCTION
Artificial Intelligence (AI) has been around for many years, with its
two core aspects being machine learning (ML) and knowledge rep-
resentation and reasoning (KRR) [2]. Our research will focus on the
latter. Knowledge representation refers to the notion of using some
formal set of symbols or notation in order to represent information
about the world. Reasoning refers to the idea of drawing inferences
from this information, with the key idea for this research being the
use of algorithms to reason about information (i.e., automated rea-
soning). We will utilise logics (a mechanism for formalising ways
to reason [1]) to represent information.

Propositional logic [1] is monotonic, which means the addition
of new information cannot contradict any previous conclusions you
could draw. This is not a "common-sense" approach to reasoning
[3].

Reasoning in such a way limits the ability to model human
reasoning, as the property of monotonicity does not hold in the
way that humans think.

For example, if a human knows that it rains every Saturday, and
that today is a Saturday, then it makes sense to conclude that it
is raining today, however if we are then told that it is not raining
today, a human would interpret the addition of this new fact to
mean that we have simply come across an exception to the notion
of it raining every Saturday.

Reasoning according to propositional logic simply notes that a
contradiction has occurred, meaning our knowledge can never all
be true, which means that any and all information can be inferred
from what we know, rendering our knowledge useless. What may
have allowed the additional information to not cause a contradiction
is if the initial knowledge we had rather stated that “typically, it
rains every Saturday”. We will use a framework for nonmonotonic
reasoning in which statements of the form "typically, something is
the case" are allowed.

2 BACKGROUND
2.1 Propositional Logic
Propositional Logic [1] is a framework for modelling information
about the world, in which statements (known as formulas) are
built up using propositional atoms, which are sentences which can
be assigned a truth value (true or false), and Boolean operators
(¬,∧,∨,→,↔). Formulas can be defined recursively as either being
simply an atom (e.g. 𝑝), or if 𝛼 and 𝛽 are formulas in L (the set of
all formulas), then so are ¬𝛼, 𝛼 ∧ 𝛽, 𝛼 ∨ 𝛽, 𝛼 → 𝛽, and 𝛼 ↔ 𝛽 .

An interpretation is a function 𝐼 : P → {𝑇, 𝐹 } which attributes
a single truth value to each propositional atom, andW is the set
of all interpretations. The truth value of a formula 𝛼 under a given
interpretation 𝐼 is written as 𝐼 (𝛼), and if 𝐼 (𝛼) is true for some
formula 𝛼 , then we say 𝐼 satisfies 𝛼 , written 𝐼 ⊩ 𝛼 . A knowledge
base is a finite set of formulas, and it is said that an interpretation 𝐼

satisfies a knowledge baseK if for every 𝛼 ∈ K , 𝐼 ⊩ 𝛼 . A knowledge
base that is satisfied by at least one interpretation 𝐼 is said to be
satisfiable, and 𝐼 is then a model of K . The set of all models of a
knowledge base K or of all models of a formula 𝛼 are denoted
𝑀𝑜𝑑 (K) and𝑀𝑜𝑑 (𝛼) respectively.

2.2 Entailment
If a formula 𝛼 is true in every model of K (𝑀𝑜𝑑 (K) ⊆ 𝑀𝑜𝑑 (𝛼)),
then we sayK entails 𝛼 (denotedK |= 𝛼). Propositional entailment
is monotonic, which means that the addition of new formulas to a
knowledge base K should not contradict any previous inferences
made fromK . This causes a problemwhen contradictory statements
are added to a knowledge base, as it then means that there will be
no models ofK , and thus any statement is true in every model ofK ,
so such a knowledge base is meaningless, as it entails everything.
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We therefore require a framework for nonmonotonic reasoning.
Our preferred approach to nonmonotonic reasoning is the KLM
approach [11] [13].

Checking whether or not K |= 𝛼 can be reduced to checking the
satisfiability of the knowledge base with ¬𝛼 added to it (K ∪ {¬𝛼}),
where the satisfiability check can be done using a satisfiability (SAT)
solver, as discussed further in the related work section.

2.3 KLM Approach to Defeasible Reasoning
Defeasible reasoning is a form of reasoning which allows one to rea-
son about knowledge bases which contain seemingly contradictory
information, and allows for exceptions to general assertions. In the
KLM Approach [11] [13], we have a way to model statements of the
form 𝛼 |∼ 𝛽 , which is read as "𝛼 typically implies 𝛽", which simply
means that if 𝛼 is true, then this is typically enough information to
believe that 𝛽 is also true. A detailed overview of this approach is
provided by Kaliski in [10].

The notion of defeasible entailment (denoted p≈) is not unique,
i.e., there are many acceptable ways to infer information from a
defeasible knowledge base (a knowledge base containing statements
of the form 𝛼 |∼ 𝛽). Rational closure [13] and lexicographic closure
[12] are two approaches to defeasible reasoning which both fall
within the KLM approach, and relevant closure [4] and ranked
entailment [13] are two which do not [5]. Thus, this research will
focus on the first two.

2.4 Rational Closure
Rational closure is the most conservative form of defeasible entail-
ment (i.e., it infers very little from a defeasible knowledge base),
and can be defined both semantically and algorithmically, as laid
out in [5].

2.4.1 Semantic Definition. A ranked interpretation is simply a rank-
ing of all interpretations in W (the set of all interpretations), in or-
der of typicality, starting at rank 0 (indicating the most typical inter-
pretations) and ending at rank n, which will include those interpre-
tations which are the least typical, but are still plausible), followed
by a single infinite rank, indicating those interpretations which are
impossible to occur. In ranked interpretations, no rank can be empty.
Formally, a ranked interpretation is a function 𝑅 : W → N ∪ {∞},
such that 𝑅(𝐼 ) = 0 for some 𝐼 ∈ W, and for every 𝑟 ∈ N, if 𝑅(𝐼 ) = 𝑟 ,
then for every 𝑗 such that 0 ≤ 𝑗 ≤ 𝑟 , there is an 𝐼 ∈ W for which
𝑅(𝐼 ) = 𝑗 .

R satisfies a formula 𝛼 if 𝛼 is true in all non-infinite ranks of a
ranked interpretation R, denoted 𝑟 ⊩ 𝛼 . For defeasible statements
(statements which use the |∼ operator), we say R satisfies 𝛼 |∼ 𝛽 if
in the lowest rank (the most typical rank) where 𝛼 holds, 𝛽 also
holds.

We can construct an ordering on the set of all possible ranked
interpretations for a knowledge base K , where 𝑅1 ≤K 𝑅2 if for
every interpretation 𝐼 ∈ W, 𝑅1 (𝐼 ) ≤ 𝑅2 (𝐼 ). There is a unique
minimal element 𝑅𝑚 of the ordering ≤K such that for every other
ranked interpretation 𝑅𝑖 in the set of all ranked interpretations for
a given knowledge base, 𝑅𝑚 ≤K 𝑅𝑖 , as shown in [9]. If 𝑅𝑚 ⊩ 𝛼 |∼ 𝛽 ,
then we say K defeasibly entails 𝛼 |∼ 𝛽 (denoted K p≈ 𝛼 |∼ 𝛽).

2.4.2 Algorithmic Definition: Base Ranks Algorithm. Before show-
ing the algorithm, we define the materialisation of a knowledge
base K as

−→
K = {𝛼 → 𝛽 : 𝛼 |∼ 𝛽 ∈ K}

(1) First, we create a sequence ofmaterialisations𝐸0, 𝐸1, ..., 𝐸𝑛−1, 𝐸∞
where 𝐸0 =

−→
K , and each 𝐸𝑖 = {𝛼 → 𝛽 ∈ 𝐸𝑖−1 : 𝐸𝑖−1 |= ¬𝛼}

for 𝑖 > 0. (This essentially means that each 𝐸𝑖 contains only
those statements 𝛼 → 𝛽 in 𝐸𝑖−1 such that 𝛼 can be proven
false according to those statements not in 𝐸𝑖−1). This process
terminates when 𝐸𝑖 = 𝐸𝑖−1 (or if 𝐸𝑖−1 = ∅) and we set n=i-1
and 𝐸∞ = 𝐸𝑛 .

(2) We then create a ranking such that 𝐸𝑛 \ 𝐸𝑛−1 is in the bot-
tom rank, (call this 𝑅∞) 𝐸𝑛−2 \ 𝐸𝑛−1 is in the next highest
rank, and so on. The ranking becomes such that the classical
statements in K are in the bottom rank (the infinite rank),
and statements are more general the higher the rank they
are in. If a statement 𝛼 → 𝛽 is in a rank i, then it is said
that 𝛼 → 𝛽 has base rank i. What this means is that in every
ranked interpretation r of 𝐸𝑖 , 𝛼 → 𝛽 will be true in at least
one of the interpretations in the most typical rank of r.

2.4.3 Checking Defeasible Entailment. Input: a knowledge base K
and a defeasible implication statement 𝛼 |∼ 𝛽 .

(1) First, we check if ¬𝛼 is entailed by those statements in the
infinite rank.

(2) We then remove sets of classical implications rank by rank,
starting at the highest rank and working our way down until
we find a rank such that all the statements in that rank and
those remaining do not entail ¬𝛼 (thus, 𝛼 is satisfiable w.r.t.
the set of statements which are in the current rank and the
remaining ranks).

(3) We then check whether or not these remaining statements
entail 𝛼 → 𝛽 .

(4) If we get to the stage where we only have the bottom rank
remaining, and the statements in this rank entail ¬𝛼 then
we can simply conclude that it is the case that K p≈ 𝛼 |∼ 𝛽 .

This algorithm only returns that a statement is defeasibly entailed
by a knowledge base if this is true in terms of the minimal ranked
interpretation for the knowledge base [8].

2.5 Lexicographic Closure
Lexicographic closure [12] is a refinement of rational closure, in
that the entailment check is done the same way, and only the
ranking of statements is done differently. A detailed description of
the intricacies of this approach is provided by Casini et al in [5].
Lexicographic closure is less conservative than rational closure in
terms of how much it infers from a knowledge base.

Lexicographic closure uses a more refined ranking, where state-
ments within ranks (according to the Base Rank algorithm) are
ranked amongst themselves, thus preserving the original ranking.
We consider all possible refined rankings of these statements, and
in the case of determining whether or notK p≈ 𝛼 |∼ 𝛽 , when check-
ing whether or not

−→
K |= ¬𝛼 , we remove statements one at a time

such that as few statements as possible are removed where the
remaining statements do not entail ¬𝛼 . If this is not able to occur,
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then we remove the entire top rank and continue similarly with a
refinement of those statements in the following rank, etc.

Once the remaining statements do not entail ¬𝛼 , we check
whether these statements classically entail 𝛼 → 𝛽 . If we reach
the stage where only one rank is remaining and the remaining
statements still entail ¬𝛼 , then we can return that K p≈ 𝛼 |∼ 𝛽 .

The following is an example which may better explain how the
entailment checks for rational and lexicographic closure differ:

If we have a knowledge base

K = {𝑏 |∼ 𝑓 , 𝑝 → 𝑏, 𝑏 |∼ 𝑤, 𝑝 |∼ ¬𝑓 }

which has been ranked according to the Base Ranks algorithm as
follows:

𝑅𝑎𝑛𝑘 0 𝑏 → 𝑓 , 𝑏 → 𝑤

𝑅𝑎𝑛𝑘 1 𝑝 → ¬𝑓
𝑅𝑎𝑛𝑘 ∞ 𝑝 → 𝑏

Figure 1: Base Ranking of Knowledge base K
And we wish to investigate whether or not the statement 𝑝 |∼ 𝑤 is
entailed by the knowledge base, then:

2.5.1 Entailment Check using Rational Closure.

(1) We check if ¬𝑝 is entailed by
−→
K . It is, so we throw away the

top rank.
𝑅𝑎𝑛𝑘 0 𝑏 → 𝑓 , 𝑏 → 𝑤

𝑅𝑎𝑛𝑘 1 𝑝 → ¬𝑓
𝑅𝑎𝑛𝑘 ∞ 𝑝 → 𝑏

Figure 2: Removal of rank 0
(2) We then check if ¬𝑝 is entailed by the remaining statements

in ranks 1 and∞. It is not, so we checkwhether the statement
𝑝 → 𝑤 is entailed by the remaining statements. It is not, so
we conclude K p̸≈ 𝑝 |∼ 𝑤 .

2.5.2 Entailment Check using Lexicographic Closure.

(1) Consider all possible refined rankings of
−→
K such that the

statements in rank 0 have been ranked amongst themselves.
𝑅𝑎𝑛𝑘 0 𝑏 → 𝑓

𝑏 → 𝑤

𝑅𝑎𝑛𝑘 1 𝑝 → ¬𝑓
𝑅𝑎𝑛𝑘 ∞ 𝑝 → 𝑏

Figure 3: Refined Ranking A

𝑅𝑎𝑛𝑘 0 𝑏 → 𝑤

𝑏 → 𝑓

𝑅𝑎𝑛𝑘 1 𝑝 → ¬𝑓
𝑅𝑎𝑛𝑘 ∞ 𝑝 → 𝑏

Figure 4: Refined Ranking B

(2) We check if
−→
K |= ¬𝑝 . It does, so we remove the top statement

from each of our possible refined rankings.

𝑅𝑎𝑛𝑘 0 𝑏 → 𝑓

𝑏 → 𝑤

𝑅𝑎𝑛𝑘 1 𝑝 → ¬𝑓
𝑅𝑎𝑛𝑘 ∞ 𝑝 → 𝑏

Figure 5: Refined ranking A with top statement removed

𝑅𝑎𝑛𝑘 0 𝑏 → 𝑤

𝑏 → 𝑓

𝑅𝑎𝑛𝑘 1 𝑝 → ¬𝑓
𝑅𝑎𝑛𝑘 ∞ 𝑝 → 𝑏

Figure 6: Refined ranking B with top statement removed
(3) We then check if the remaining statements in each of our

refined rankings entail ¬𝑝 . We see that the remaining state-
ments in refined ranking A do not entail ¬𝑝 , and thus we
check if these statements entail 𝑝 → 𝑤 . This is the case, so
we conclude that K p≈ 𝑝 |∼ 𝑤 .

Thus, it is clear that rational closure (RC) is more conservative
than lexicographic closure (LC), as we were able to conclude the
statement 𝑝 |∼ 𝑤 when using LC but not when using RC.

3 PROJECT DESCRIPTION
3.1 Overview of Problem
There currently exists no implementation of a satisfiability checker
for defeasible reasoning in the propositional logic context. While
there are many implementations of classical reasoners, this style of
reasoning is very limited, due to the inability to maintain the prop-
erty of monotonicity in the presence of contradictory information,
as discussed in section 2.2.

While there exists a defeasible reasoner implementation which
works for description logics [15] which could theoretically work
for propositional logic knowledge bases (which have been encoded
as description logics), translating large knowledge bases while pre-
serving the meaning of the knowledge is a tedious task.

There has also been no work to improve the computational
scalability of the defeasible reasoning approaches discussed in the
previous section, namely rational closure [13] and lexicographic
closure [12]. Another key issue that these two previous issues high-
light is the lack of readily available propositional logic knowledge
bases for testing purposes.

3.2 Why is it important?
Currently, there exists no tool for automated reasoning about propo-
sitional defeasible knowledge bases. Research thus far has focused
largely on developing theoretical approaches to nonmonotonic rea-
soning [10], but an implementation of some of these approaches
would result in a significant contribution to the logic-based AI re-
search community, as it would allow research to focus more on the
viability of applying these approaches in useful real-world contexts
(e.g., in robots, or decision-making systems in industries such as
law or medicine).

Also, characteristics of these theoretical approaches which hin-
der the implementational viability thereof may be identified, thus
also contributing towards the study of theoretical approaches to
nonmonotonic reasoning, and automated reasoning in general.
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4 PROBLEM STATEMENT: RESEARCH
QUESTIONS & AIMS

4.1 Research Questions
4.1.1 Joel Hamilton.

• How can the rational closure (RC) algorithm be optimised
to result in better execution time (improved scalability) for
larger knowledge bases (larger number of formulas)?

• How does the runtime of both naive and optimised RC im-
plementations compare to an equivalent tool for description
logics?

• How does the performance of these RC implementations
change for knowledge bases of a constant size but with vary-
ing structures (e.g. number of ranks, distribution of ranks,
etc)?

4.1.2 Daniel Park.

• How can the lexicographic closure (LC) algorithm be opti-
mised to result in better execution time (improved scalability)
for larger knowledge bases?

• How does the performance of these LC implementations
change for knowledge bases of a constant size but with vary-
ing structures (e.g. number of ranks, distribution of ranks,
etc)?

4.1.3 Aidan Bailey.

• How efficient, useful and easy to use is our approach to
knowledge base generation such that it can be used to test
the LC and RC implementations in terms of soundness and
completeness?

• Which parameters found for knowledge base generation are
most useful for testing the RC and implementations in terms
of their efficiency, scalability, and robustness?

4.2 Project Aims
The key aims of this project are:

• To prototype a reasoner tool which reasons about defeasible
knowledge bases according to rational closure.

• To improve the scalability of such a rational closure imple-
mentation through the use of optimisation approaches.

• To develop a prototype reasoner to perform entailment check-
ing of defeasible knowledge bases according to lexicographic
closure.

• To improve the scalability of such a lexicographic closure
implementation through the use of optimisation approaches.

• To implement an experimental tool for the generation of
knowledge bases to be used for reasoner testing purposes.

• To determine which factors contribute towards the number
of ranks and the distribution of statements over the ranks in
a ranked knowledge base.

5 PROCEDURES & METHODS
The implementational aspects of this project are divided into three
major sections: A prototype implementation of defeasible reasoners
using Rational Closure (RC) (1) and Lexicographic Closure (LC) (2),
and the construction of a knowledge base generator (3). The Open-
JDK toolkit will be used with the defeasible reasoner prototypes

being built in Java and the knowledge base generator being built in
Scala.

We will start by studying the KLM approach for extending clas-
sical propositional logic with defeasible reasoning. We will then
develop simple prototype defeasible reasoners which use RC and
LC, respectively, as in [5]. These tools will allow users to input a
defeasible knowledge base together with a defeasible statement,
and the reasoner will check if the statement is defeasibly entailed
by the knowledge base (according to either RC or LC). A knowl-
edge base generator will be constructed to aid in the testing of the
prototype defeasible reasoners.

5.1 Knowledge Base Generator
In order to gain an understanding of how basic knowledge bases
could be generated, the fundamental makeup of a classical knowl-
edge base will be studied. We will begin by defining a suitable
structure for a classical knowledge base generator. We will then
analyse the structure of defeasible knowledge bases, the KLM ratio-
nality properties. Given that classical knowledge bases can easily
be encoded as defeasible ones, we will similarly amend the initial
classical knowledge base generator design in order to accommo-
date the KLM rationality properties and allow for simple defeasible
knowledge base generation.

Further analysis will then be done on how lexicographic and
rational closure work, in order to identify a collection of potential
knowledge generation parameters. This analysis can be categorized
into two key ideas, namely, how the ranking of a knowledge base
takes place (1) , and how defeasible entailment is checked using this
ranking (2). Measures of scalability and robustness will be identified
pertaining to these two areas which will speak to which potential
parameters could be incorporated into our knowledge base genera-
tor (e.g., number of ranks of a ranked knowledge base, distribution
of formulas over ranks). A refined collection of these parameters
will then be implemented in the knowledge base generator. The
knowledge base generation tool will be evaluated based the extent
that changing different parameters has on the prototype defeasible
reasoners’ test metrics.

5.2 Prototype Reasoners
The implementation of rational and lexicographic closure will re-
quire the study of their respective algorithms, and specifically, an
understanding of their reducibility to classical satisfiability solv-
ing. The correctness of these implementations will be checked
by seeing whether or not their output is correct (i.e., satisfies the
KLM rationality properties) when provided a defeasible knowledge
base (generated by our knowledge base generator) and a defeasible
statement as input. After a satisfactory naïve implementation has
been constructed, the next step will be to use different optimisation
heuristics to obtain better performance. The efficiency, robustness
and scalability of the reasoner will be measured in relation to a vari-
ety of different knowledge bases using test metrics such as resource
usage and execution time. Comparisons will be made between the
naïve implementation, the optimised implementation and the simi-
lar description logics tool [15]. The robustness and scalability will
be tested by using different structures of knowledge bases, poten-
tially involving different numbers of ranks and different rank sizes.
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The process of acquiring these test metrics will be automated using
a testbed.

A possible optimisation is the idea of trying different search
algorithms other than linear search for determining which ranks to
throw away for rational closure, or which statements to throw away
in the case of lexicographic closure. Since lexicographic closure is
essentially refinement of rational closure for entailment checking,
we believe that some approaches to optimising rational closure
may likely work for lexicographic closure as well, and potentially
vice-versa.

Our prototypes will be command line executable. Provided that
every other aspect of the project has been completed, we will likely
wrap our tools in an API for the purpose of integration into a larger
platform/framework.

5.3 Possible Challenges
• Finding an easy-to-use SAT solver library that accommo-
dates a widely used propositional logic format (DIMACS
CNF).

• Identifying useful optimization heuristics.
• Identifying a suitable generic approach to knowledge base
generation that can be applied to different logics.

• Identifying useful parameters for knowledge base generation
that will create knowledge bases with varying structures
(numbers of ranks, distribution of formulas across ranks,
etc).

6 ETHICAL, PROFESSIONAL, AND LEGAL
ISSUES

The algorithms built upon were conceived in openly published
academic literature and thus there is no issue of intellectual property
right other than the required acknowledgements being given to
the creators. The work produced will be freely available and will
eventually be implemented into an open source logical reasoning
tool.

The Java and Scala facilities provided by the OpenJDK will be
used to develop the implementations of these algorithms. The Open-
JDK has a "GPL v2 with the Classpath Exception" license that stip-
ulates the license of the code and executables produced using the
OpenJDK toolset is up to the user’s discretion and as such there
will be no legal issues here either.

There is no requirement of user (or animal) testing and no han-
dling of private user data. This implies no possible breach of the
POPI act or requirement of ethical clearance.

Conclusively, there are no foreseeable ethical, professional or
legal issues within the scope of this project.

7 RELATEDWORK
Rational closure (RC) and Lexicographic Closure (LC) both reduce to
a series of classical entailment checks. This means it is at its core the
problem of boolean satisfiability (SAT) and thus, research pertaining
to this problem is highly relevant to our proposed project.

7.1 Classical Satisfiability Solving
A satisfiability (SAT) solver is a system which computes the exis-
tence of a satisfying valuation (i.e., a model) for a specified boolean

formula. There are many such SAT solvers designed for classical
propositional satisfiability checking, thus understanding the ap-
proaches in this field will aid in the search for a suitable SAT solver
to be used in the prototype defeasible reasoners.

7.1.1 The DPLL Algorithm. DPLL [7] is a complete and sound SAT
checking algorithm. DPLL uses backtracking (retracting the most
recent assignment and performing a different assignment) to specu-
latively test various assignment combinations, along with Boolean
Constant Propagation (BCP) which constantly ensures that all vari-
ables which need to be true to satisfy a problem are kept true. DPLL
forms the basis of many modern SAT solvers.

7.1.2 The CDCL Process. GRASP [14, 17], introduced the Conflict
Driven Clause Learning (CDCL) process, in which variable assign-
ments which potentially cause conflicts are cached. This results
in better execution, and unlike DPLL [7], this does not rely on
chronological backtracking, and as such is more efficient.

7.1.3 Other Advancements. Several more advanced SAT solvers
utilise low-level optimisations such as different storage structures
and parallelism in order to obtain better performance [18], e.g.,
GridSAT [6] and Chaff [16]. Due to prolific research being done on
developing efficient SAT solving algorithms, many efficient SAT
solver implementations are now freely available.

7.2 Defeasible Satisfiability Solving
While several theoretical formal approaches to defeasible entail-
ment exist, e.g, rational closure [13], lexicographic closure [12],
there has been little work done studying the scalability and imple-
mentational viability of these algorithms.

There currently exists no SAT solver which determines whether
or not a defeasible statement is in the rational or lexicographic
closure of a given defeasible knowledge base. Some work has been
done looking at implementing the ability to reason defeasibly in
the description logics context [15], but similar implementations for
the propositional case are absent from nonmonotonic reasoning
literature, thus also opening up the opportunity for an investigation
into the scalability of established LM-rational defeasible entailment
algorithms such as rational closure [13] and lexicographic closure
[12].

8 ANTICIPATED OUTCOMES
8.1 Experimental Tools Developed
A successful project will have contributed several experimental
defeasible reasoner prototypes for use by researchers in the KRR
field, in particular:

• One which uses a straightforward implementation of the
rational closure (RC) algorithm as per [5].

• One which uses an optimised implementation of the RC
algorithm, in order to provide better scalability for large
knowledge bases, and robustness for knowledge bases with
varying features (e.g., distribution of statements across ranks,
differing numbers of ranks).

• One which uses a straightforward implementation of the
lexicographic closure (LC) algorithm as per [5].
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• One which uses an optimised implementation of the LC
algorithm, in order to provide better scalability for large
knowledge bases, and robustness for knowledge bases with
varying features (e.g., distribution of statements across ranks,
differing numbers of ranks).

The project will also deliver a knowledge base generator which is
able to create knowledge bases according to prespecified criteria
(e.g. the size of the knowledge base, the number of ranks when
ranked according to the Base Rank algorithm, etc.)

8.2 Research Impact
The successful project will have determined:

• How the RC and LC algorithm implementations can be opti-
mised in a way that results in better runtime for larger knowl-
edge bases compared to their naive counterparts (where
number of ranks are kept constant).

• How the runtime of the rational closure implementations
(naive and optimised) compare to a similar tool which was
developed for description logics [15].

• How the performance of the LC and RC implementations
change according to parameters such as number of ranks.

• How useful and efficient our implementation of knowledge
base generation is as a tool for testing prototype defeasible
reasoner implementations.

• Which parameters for specifying knowledge base complexity
are useful in terms of generating test cases for prototype
defeasible reasoner implementations.

8.3 Success Factors
The project will be considered successful if:
Defeasible Reasoner Prototypes & Optimisation:

• The reasoner prototypes provide correct answers. This can
be checked with test cases by using knowledge bases from
the generator.

• The naïve and optimised prototypes using Rational Closure
perform more efficiently than the existing equivalent de-
scription logics tool [15].

• The optimised reasoner prototypes which use the RC and
LC algorithms perform more efficiently than their respective
naïve implementations.

• Wehave identified useful optimisation approaches that result
in improved scalability of these two defeasible entailment-
checking algorithms.

Knowledge Base Generation

• Tool successfully generates knowledge bases which can be
used to test the robustness and scalability of the rational and
lexicographic closure defeasible reasoners.

• A collection of useful knowledge base generation parameters
has been identified that result in a versatile and useful tool.

9 PROJECT PLAN
9.1 Risks
See 1.1 and 1.2 of the Appendix.

9.2 Timeline
See 2.2 of the Appendix.

9.3 Resources Required
The physical resources we will be using are textbooks, scholar
papers and three computers. We will implement our algorithms
using Java and Scala (OpenJDK), with appropriate IDE for Java and
Scala development. We will need access to source code of publicly
available SAT solvers, and a description logics defeasible reasoner
[15] to compare our efficiency. We will be implementing our own
knowledge base generator to produce testing data for our reasoners;
thus, no knowledge base datasets will be required.

9.4 Deliverables
All common project deliverables, i.e., a literature review, project
proposal, project proposal presentation, software feasibility demon-
stration, final project paper, final project demonstration, project
poser, and project WebPage will all be produced. Multiple imple-
mentations for the rational closure and lexicographic closure algo-
rithms will be produced. These will take the initial form of naive
approaches, and then ones with optimisational heuristics that al-
low for large scale defeasible reasoning. A testbed and knowledge
base generator will be constructed to be used for formalized test-
ing of the defeasible reasoning algorithm implementations. Test
metrics relating to each of these implementations, as well as a pre-
vious implementation of defeasible reasoning, will be produced.
Finally, an ultimate comparison of the metrics collated from the
naive implementations, previous implementations, and new effi-
cient implementations will be produced, depicting the efficiency of
the new implementations and speaking directly to the success of
the project.

9.5 Milestones
See 2.1 of the Appendix.

9.6 Work Allocation
There are three major sections of project work that need allocation:

Student Work Allocation
Joel Hamilton The development of naïve and optimised

defeasible reasoner prototypes using the
Rational Closure algorithm, along with
significant research on potential optimisation
approaches.

Daniel Park The development of naïve and optimised
defeasible reasoner prototypes using the
Lexicographic Closure algorithm, along
with significant research on potential
optimisation approaches.

Aidan Bailey The construction of an experimental knowledge
base generator to be used for providing test cases
for testing the robustness and scalability of the
defeasible reasoner prototypes, along with significant
research on which parameters may result in knowledge
bases differing in structure.
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There is a possibility of implementing an API wrapper for our
reasoner and generator. This will be done by all three members
collectively.
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1 Risks

1.1 Risk Identification

ID Risk Probability Impact
1 Unavailability of supervisor Very unlikely Moderate
2 Loss of work due to computer failure Unlikely Significant
3 The group having poor communication leading Very Unlikely Significant

to disagreement or conflict
4 Poor time management Possible Significant
5 A team member is unable to complete their assigned task Possible Significant
6 Unable to optimize the algorithm Possible Moderate
7 Not being able to generate knowledge bases Possible Moderate

which vary in terms of structure.

1.2 Risk Mitigation, Monitoring, and Management

ID Mitigation Monitoring Management

1
Check supervisor’s availability
regularly

Communicate through
email and confirm
meetings and agreements

Continue the project regardless

2
Save the work regularly and
save it to the Cloud

Check for load-shedding
schedule regularly

Restore as much data as
possible and continue work with
what is available

3

Keep communicating with
partners through email or
IM, making sure no one is
missing out

Make sure everyone is
agreed on a decision

Get advice from supervisors
upon a disagreement, and
resolve miscommunications
clearly and as soon as possible.

4
Follow the timeline that every
member is agreed on

Check if every member
of the team is progressing
according to the timeline

Create a new timeline with
adjusted time estimates

5
Communicate and assist team
members when they get stuck

Check partners progress
regularly

Split the work evenly and
independently

6
Study as many optimizations
methods as possible and
implement them to the algorithms

Check whether the algorithms
are being optimised in the right
way by comparing the
performance with the previous
versions

Move focus away from optimisation and
focus on constructing a useful tool

7

Study how the algorithms
work and attempt multiple approaches
to construct knowledge bases
of varying structures.

Keep checking whether the
generated knowledge bases are differing
in terms of structure (e.g. number
of ranks, etc)

Come up with additional knowledge base
characteristics which can test
the robustness of our reasoners.

1



2 Timeline

2.1 Milestones & Tasks

MILESTONES Start Date End Date

PHASE 1: Project Planning 03/05/2021 08/07/2021
Literature Review 03/05/2021 03/06/2021
Project Proposal 04/06/2021 23/06/2021
Project Proposal Presentation 24/06/2021 08/07/2021

PHASE 2: Project Work 12/07/2021 18/08/2021
Knowledge Base Generation Project Work 12/07/2021 13/08/2021
Construct testbench 12/07/2021 19/07/2021
Construct basic knowledge base generator 20/07/2021 27/07/2021
Add additional parameters to knowledge base generation 28/07/2021 13/08/2021
Rational Closure Project Work 20/07/2021 18/08/2021
Construct naive implementation and base testing metrics 20/07/2021 27/07/2021
Optimise naive implementation 28/07/2021 13/08/2021
Compute new testing metrics and comparison 14/08/2021 18/08/2021
Lexicographic Closure Project Work 20/07/2021 18/08/2021
Construct naive implementation and base testing metrics 20/07/2021 27/07/2021
Optimise naive implementation 28/07/2021 13/08/2021
Compute new testing metrics and comparison 14/08/2021 18/08/2021

PHASE 3: Project Completion 01/08/2021 17/10/2021
Software Feasibility Demonstration 01/08/2021 09/08/2021
Draft of Final Paper 11/08/2021 05/09/2021
Complete Final Paper 07/09/2021 16/09/2021
Final Project Demonstration 18/09/2021 03/10/2021
Project Poster 04/10/2021 10/10/2021
Project WebPage 11/10/2021 17/10/2021

2.2 Gantt Chart

On final page of the appendix.
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2 9 16 23 30 6 13 20 27 4 11 18 25 1 8 15 22 29 5 12 19 26 3 10 17
5/21 6/21 7/21 8/21 9/21 10/21

SCADR start end

  Literature Review 03/05/21 03/06/21

      Literature Review 03/05 03/06

  Project Proposal 04/06/21 23/06/21

      Project Proposal 04/06 23/06

  Project Proposal Presentation 24/06/21 08/07/21

      Project Proposal Presentation 24/06 08/07

  Knowledge Base Generation Project Work 12/07/21 13/08/21

      Construct testbench 12/07 19/07

      Construct basic KB generator 20/07 27/07

      Add additional parameters to KB generation 28/07 13/08

  Rational Closure Project Work 20/07/21 18/08/21

      Construct naive implementation 20/07 27/07

      Optimise naive implementation 28/07 13/08

      Compute testing metrics and comparison 14/08 18/08

  Lexicographic Closure Project Work 20/07/21 18/08/21

      Construct naive implementation 20/07 27/07

      Optimise naive implementation 28/07 13/08

      Compute testing metrics and comparison 14/08 18/08

  Software Feasibility Demonstration 01/08/21 09/08/21

      Software Feasibility Demonstration 01/08 09/08

  Draft of Final Paper 11/08/21 05/09/21

      Draft of Final Paper 11/08 05/09

  Complete Final Paper 07/09/21 16/09/21

      Complete Final Paper 07/09 16/09

  Final Project Demonstration 18/09/21 03/10/21

      Final Project Demonstration 18/09 03/10

  Project Poster 04/10/21 10/10/21

      Project Poster 04/10 10/10

  Project WebPage 11/10/21 17/10/21

      Project WebPage 11/10 17/10
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