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ABSTRACT

Last few years, scientists developed many more advanced tele-
scopes to see what we could not see before in space. These modern
telescopes collect huge data sets from space, which allows huge
advancements in Astronomy.

Visualizing these data sets is key to understanding the informa-
tion that is gathered. However, we find 3D visualization tools are
incapable of rendering ever-growing data sets effectively. In this
paper, we will focus on the importance of 3D visualization, differ-
ent astronomical data file formats, different visualization tools, and
their techniques, and what these tools are missing.
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1 INTRODUCTION

Scientific visualization has been applied in many different branches
of science in an effort to support the knowledge discovery process,
and one of the branches is astronomy [4]. Visualizing data sets that
are gathered by modern telescopes is necessary for astronomers.
Without current visualization tools, astronomers will have a hard
time when observing data sets.

Astronomy is a data-intensive science, and already petabytes
of observational data are stored in archives [1, 12]. Rendering and
interacting with these data sets are very hardware intensive. One of
the big challenges astronomers face is trying to use 3D visualization
tools that are incapable of processing these large amounts of multi-
dimensional data efficiently.

Some of the 2D visualization tools can process huge data sets
efficiently and certainly are very useful for astronomers, but ob-
viously having 3D renders will give astronomers a different and
better understanding of the astronomical data sets. Current 3D
visualization tools fail to render these data sets effectively because
these tools are not designed to deal with the huge data sets that are
gigabytes in size. Besides memory and speed issues, there are other
issues that are required to be dealt with when developing a good
modern 3D visualization tool like being real-time interactive with
render, accurate and fast 3D rendering, a good user interface.

2 CHARACTERISTICS OF ASTRONOMICAL
DATA

Space is usually observed as electro-magnetic radiation within some
range of the electromagnetic spectrum. There is a lot to observe
and many wavelengths to observe it in [14]. The Astronomical data
contains a range of wavelength values and the presence or absence
of these wavelengths provides us different information such as
the chemical formation of astronomical objects, velocity of the
astronomical objects, etc. A visualization tool becomes necessary
to understand such data.
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Figure 1: Visualization of the Crab Nebula as slices depicting different
wavelengths of light from radio, infrared, to ultraviolet [14].

Astronomical data is stored in different formats such as FITS,
HDF, ASDF, etc. Around one billion astronomical data that is gath-
ered by astronomical instruments worldwide are stored in FITS
format [10]. There are already some tools that convert FITS to other
standardized data formats. If another data format needs to be used
in a new modern visualization tool because of its speed, concur-
rency, and other benefits, it should not be an issue as long as FITS
files can be converted to such format.

2.1 FITS

The Flexible Image Transport System (FITS) format is a very generic
format and is used to represent a large amount of different data
types. The strengths of the FITS format are being widely used,
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easily understood serialization, and good documentation of the
format [13]. Petabytes of astronomical data are archived in FITS
format [6]. One of the biggest weaknesses of FITS is being serial
only. FITS does not support parallel read/write operations and large
data sets require parallel read/write operations to be processed on
parallel computers [13]. Parallelization has a huge speed advantage
over serialization especially with today’s modern computers that
are optimized to parallelism.

2.2 HDF5

Hierarchical Data Format version 5 (HDF5) file format is complex
structured, can be used to archive large data sets, and supports
various types of data sets. HDF5 format has more capabilities and
potentially higher performance over FITS format. HDF5 datasets
with a contiguous layout strategy, nearly constant access time to
any element in the array, and zero overhead for locating elements
in the dataset is assured [5]. HDF5 format can stream sections
of files across multiple spindles and has a very high read/write
speed [10]. Some Astronomers are tending to use the HDF5 format
these days. The Low-Frequency Array (LOFAR) has been archiv-
ing its astronomical data in the HDF5 format because of its speed
advantages [2].

3 VOLUME RENDERING

Volume Rendering used in scientific visualization to create 2D pro-
jection from a 3D data set. For instance, a series of 2D slice images
of astronomical objects can be assembled to render 3D volume
rendered images using a volume rendering algorithm.

3.1 Indirect Volume Rendering

The goal of indirect volume rendering is to create a surface with
constant density from a 3D data set [9]. These surfaces then create
geometric shapes which are rendered. This type of rendering is
usually used for medical purposes, games, etc. Indirect volume
rendering produces lower-quality renders compared to what direct
volume rendering produces. Some data sets are not suitable for
this type of rendering and astronomical data sets are one of them.
Astronomical data does not contain well-defined object surfaces,
making this type of rendering produce inaccurate results [9].

3.2 Direct Volume Rendering

Direct Volume rendering is creating a projected image from multi-
dimensional data. Only simple algorithms and no approximations
are applied to the data. This type of rendering is best suited to
visualize astronomical data. Geometric structures are not created
in this type of rendering which results in renders as natural and
accurate as possible. Volume ray casting, splatting, shear warp are
the well-known techniques used in direct volume rendering. Ray
casting is preferred over other techniques in astronomy because of
its higher quality and more accurate render results.

3.2.1 Volume Ray Casting. Volume ray casting is widely used
when volume rendering scientific data because of its high-quality
results. This technique of rendering also allows parallelization and
good user interactivity [15]. Volume ray casting is an intensive pro-
cess and a single general-purpose CPU is not sufficient to achieve

Figure 2: Direct volume rendering of a single time step of the scalar field of
entropy values from a core collapse supernova simulation. GPU accelerated
volume ray casting with high precision transfer function classification and
compositing were used [14].

interactivity or even real-time for large data sets [8]. There are cer-
tain optimization algorithms that are used to achieve better speeds
like empty space skipping, early ray termination. Visualizing big
multi-dimensional data sets with the help of a high-end GPU and
also using parallel algorithms may achieve fast render speeds.

4 CURRENT 2D AND 3D VISUALIZATION
TOOLS

Most of the current astronomical visualization tools focus on 2D
visualization. These tools render images in 2D and display them
as slices. Astronomers have to go through slices one by one to
observe the data sets. This sometimes can overwhelm astronomers.
3D visualization tools do exist like Karma, SAOImage DS9, etc that
are used in astronomy. There is also a 2D visualization tool called
CARTA with very efficient processing speed times that could be
also focused on techniques.

4.1 KARMA

Karma is firstly designed to visualize data sets in 2D, slice by slice.
It is widely used by astronomers today. There are packages that
allow Karma to read different astronomical data formats like FITS
and Miriad. This tool lacks a good user interface, even doing small
tasks on this tool may require high technical knowledge. Karma
developers have introduced a 3D visualization package called Karma
XRAY. This package was not astronomers’ preference because its
rendering speed limited the tool’s interactiveness and had memory
problems with big data sets [3].



4.2 SAOImage DS9

This is another widely used tool by astronomers around the world.
This tool has a better user interface compared to KARMA. SAOIm-
age DS9 supports FITS and many other data formats [7]. This tool
has 2D visualization that renders data sets slice by slice and has
3D visualization that allows users to interact with the 3D render.
However, this tool suffers performance problems when it comes
to rendering 3D visualization because rendering with Graphics
Processing Unit (GPU) acceleration is not supported [7].
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Figure 3: The user interface of the SAOImage DS9 [7].

4.3 CARTA

CARTA is a modern 2D visualization tool that offers a very good
user interface and very good rendering speeds. CARTA functions
as a server-client system where CARTA is installed on a high-end
server and astronomers connect to this server from their typical
workstations. After all the processing gets done on the server, render
data is sent to the client where the render gets processed preferably
by GPU and displayed to the user. This means having a GPU on
the client’s workstation increases the rendering performance of
this tool. Server-client interaction created a lot of advantages on
this tool and this same type of technique could be used for 3D
visualization.

Astronomers do not always have good access to sufficient compu-
tational power or data-storage capacity to deal with large data sets.
Dealing with large data sets effectively and efficiently requires a
higher level of computing knowledge relating to the choice and use
of appropriate data structures, techniques for scheduling, and so on.
Therefore using server-client presents an opportunity to provide
the wider astronomy community with a very good visualization
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Figure 4: Carta’s user-friendly interface..

service with potentially lower cost, less administrative effort, and a
reduced need to transfer data [11, 16].

5 ISSUES WITH EXISTING 3D
VISUALIZATION TOOLS

Today’s 3D visualization tools lack a good user interface, paralleliza-
tion when reading/writing astronomical data files, parallelization
when processing data, GPU accelerated rendering and using mem-
ory efficiently.

5.1 Not being user-friendly

Visualization tools are developed mostly to do the job and not much
time is spent on making it more user-friendly. New modern tools
must provide a better user experience to astronomers so they can
spend more time observing data instead of trying to understand
how to use the tool. All the different characteristics of the data must
be easily accessible to the users.

5.2 No parallelization

Most visualization tools do not use parallelization when reading/writing

data sets. These data sets can be gigabytes in size and reading these
files serially is not an efficient way to do it. A modern 3D visualiza-
tion tool should be able to read/write data sets with concurrency.

5.3 Not capable of rendering with GPU

3D visualization tools do not use GPU for rendering data sets. GPUs
are far more superior compared to Central Processing Units (CPUs)
when it comes to rendering images. A good 3D visualization tool
must be able to use GPUs to render data sets.

5.4

Current 3D visualization tools try to store all of the data set into
memory. This is a huge flaw because data files in astronomy can be
tens of gigabytes. Therefore a modern 3D visualization tool should
not store the whole data set in the memory and must use memory
more efficiently.

Memory inefficiency

6 DISCUSSION

Current 3D visualization tools are lacking very important features
like parallelization, GPU accelerated rendering, User-friendliness,
performance issues, and memory efficiency.



However, CARTA supports HDF5 file format, it is very user-
friendly, has GPU accelerated rendering, and good memory effi-
ciency. The server-client approach also seems to solve performance
issues. However, CARTA does not support 3D visualization.

When developing a modern 3D visualization tool, developers
should take similar approaches CARTA developers did. Having
CARTA’s advanced features is a must in the modern day.

7 CONCLUSION

In this paper different astronomical data file formats, different types
of volume rendering, and 3D visualization tools are reviewed. Issues
of current 3D visualization tools have been reviewed and solution
approaches were provided. Many existing visualization tools have
interesting features and techniques that could bring insight. How-
ever, a new good modern 3D visualization tool is required.

REFERENCES

[1] James Abello, Panos M Pardalos, and Mauricio GC Resende. 2013. Handbook of

massive data sets. Vol. 4. Springer.

[2] Anastasia Alexov, Pim Schellart, Sander ter Veen, M Van den Akker, L Bihren,

Jean-Mathias GrieSmeier, JWT Hessels, JD Mol, GA Renting, ] Swinbank, et al.

2012. Status of LOFAR data in HDF5 format. Astronomical Data Analysis Software

and Systems XXI 461 (2012), 283.

David G Barnes, Christopher J Fluke, Paul D Bourke, and Owen T Parry. 2006.

An advanced, three-dimensional plotting library for astronomy. Publications of

the Astronomical Society of Australia 23, 2 (2006), 82-93.

[4] Tim Dykes, Amr Hassan, Claudio Gheller, Darren Croton, and Mel Krokos. 2018.
Interactive 3D visualization for theoretical virtual observatories. Monthly Notices
of the Royal Astronomical Society 477, 2 (2018), 1495-1507.

[5] Mike Folk, Gerd Heber, Quincey Koziol, Elena Pourmal, and Dana Robinson. 2011.
An overview of the HDF5 technology suite and its applications. In Proceedings of
the EDBT/ICDT 2011 Workshop on Array Databases. 36-47.

[6] Amr Hassan and Christopher J Fluke. 2011. Scientific visualization in astronomy:
Towards the petascale astronomy era. Publications of the Astronomical Society of
Australia 28, 2 (2011), 150-170.

[7] W A Joye and E Mandel. 2003. New features of SAOImage DS9. In Astronomical
data analysis software and systems XII, Vol. 295. 489.

[8] Jens Kruger and Riidiger Westermann. 2003. Acceleration techniques for GPU-
based volume rendering. In IEEE Visualization, 2003. VIS 2003. IEEE, 287-292.

[9] Amr S Mady and Samir Abou El-Seoud. 2020. An overview of volume rendering
techniques for medical imaging. (2020).

[10] Jessica Mink, Robert G Mann, Robert Hanisch, Arnold Rots, Rob Seaman, Tim
Jenness, Brian Thomas, and William O’Mullane. 2014. The past, present and
future of astronomical data formats. arXiv preprint arXiv:1411.0996 (2014).

[11] Peter J Quinn, David G Barnes, Istvan Csabai, Chenzhou Cui, Francoise Genova,
Bob Hanisch, Ajit Kembhavi, Sang Chul Kim, Andrew Lawrence, Oleg Malkov,
et al. 2004. The International Virtual Observatory Alliance: recent technical
developments and the road ahead. In Optimizing scientific return for astronomy
through information technologies, Vol. 5493. International Society for Optics and
Photonics, 137-145.

[12] Alexander Szalay and Jim Gray. 2001. The world-wide telescope. Science 293,

5537 (2001), 2037-2040.

Brian Thomas, Tim Jenness, Frossie Economou, Perry Greenfield, Paul Hirst,

David S Berry, Erik Bray, Norman Gray, Demitri Muna, James Turner, et al.

2015. Learning from FITS: Limitations in use in modern astronomical research.

Astronomy and Computing 12 (2015), 133-145.

Ivan Viola and Helwig Hauser. Interactive visual analysis and exploration of

astrophysical data. (????).

Lee Westover. 1989. Interactive volume rendering. In Proceedings of the 1989

Chapel Hill workshop on Volume visualization. 9-16.

[16] Roy Williams and Dave De Young. 2009. The role of the virtual observatory in
the next decade. astro2010, The Astronomy and Astrophysics Decadal Survey 201
(2009).

=

[13

=
it

(15



	Abstract
	1 Introduction
	2 Characteristics of Astronomical Data
	2.1 FITS
	2.2 HDF5

	3 Volume Rendering
	3.1 Indirect Volume Rendering
	3.2 Direct Volume Rendering

	4 Current 2D and 3D Visualization Tools
	4.1 KARMA
	4.2 SAOImage DS9
	4.3 CARTA

	5 Issues with existing 3D visualization tools
	5.1 Not being user-friendly
	5.2 No parallelization
	5.3 Not capable of rendering with GPU
	5.4 Memory inefficiency

	6 Discussion
	7 Conclusion
	References

