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1. Project Description 
Mental disorders, phobias, and other mental health issues are 

problems that are, and will continue to be, prevalent in the current 

world. One technique proven to be effective in helping people 

deal with these is exposure therapy [1], which involves exposing 

the patient to the source or context of their mental health issues in 

a safe environment with the intention to overcome their distress. 

Virtual Reality (VR), the use of technology to create a simulated 

environment, has been shown to be an effective medium [2] and is 

able to manipulate the environment of the patient in an easy and 

safe way. VR is also becoming more prevalent in general use, 

especially in the entertainment industry.  
 
Interaction, the degree to which users of a medium can influence 

the virtual environment (VE), is one of the key features of Virtual 

Reality that sets it apart from other mediums, yet there has 

surprisingly been minimal research on its effect in evoking 

emotions. Being able to manipulate emotions not only gives us a 

better understanding of them, but also shows us how we can 

provide better therapeutic treatment or better entertainment 

experiences.  
 
Our focus in this project is on eliciting two specific emotions, 

sadness and fear, due to the already existing VEs for each which 

were created by previous students in earlier stages of this project. 

These existing environments allow for the desired emotions to be 

elicited and for us to alter them to see the effect interaction has on 

this elicitation. It is also easier to manipulate and measure the 

elicitation of a single emotion in a VE and thus why each VE is 

focused on a single emotion. We will add a tool to each VE to 

adjust the amount of interaction that takes place and improve the 

Artificial Intelligence (AI), which in this context, is the use of 

algorithms to generate responsive and adaptive behaviors 

primarily in non-player characters, similar to human-like 

intelligence. These emergent behaviors, where the AI can have 

lots of different reactions to different events, which occur are 

important for making the reactions of VE seem more realistic and 

the VR experience more immersive.  The measuring of the 

interactions and AI will be done through heuristic evaluation, 

interaction scenarios and emotional measurements. These 

methods raise small ethical issues due to the sensitive nature of 

emotions and its effect on the participants’ psychological state but 

will tell us whether the interactions are effective. 
 

 2. Previous Work 
Research conducted in the field of virtual reality, psychotherapy 

and emotion elicitation often refer to two terms, presence and 

immersion, as a driver for evoking emotion. The definition of 

these terms varies considerably [3]. To avoid confusion, we 

present immersion as an umbrella statement, as first outlined by 

Mutterlein [4]. That is, immersion is the subjective psychological 

experience of the user in the virtual environment, that is 

restricted by the technology of the VR system. This allows the 

terms to be used interchangeably.  
 
Fear is rooted in the evolutionary notion of “survival of the fittest” 

and threats from predation. Cosmides and Tooby [5] define that 

humans have an innate response of fear when alone at night; a 

feeling of being “stalked.” VEs in fear use this psychological 

instinct of human adaptation as a core mechanism in evoking 

immersion and fear: presenting the user in a dark, eerie 

environment which immediately sparks a sense of terror. Along 

with dark presentation in VEs, non-interactive environments [6, 7, 

8] use a combination of visual, audio and kinesthetic scripted cues 

to arouse a sense of fear further. This is achieved through 

surprising audio and visual cues (“jumpscares”), exposing highly 

stimulating virtual entities to the user (such as spiders, monsters, 

supernatural creatures) and tactile feedback (motion and 

vibration). It is also evident that realism in the VE through high 

resolution textures and model polygon counts, with the addition of 

high-fidelity VR technology, heightens fear even more [7]. While 

effective in eliciting fear, it is interesting that [9], an interactive 

environment, found that barring control of a weapon from the user 

in the presence of a scary enemy resulted in the strongest fear 

response in the user. This leads to an investigation of agency in 

the user, among other interaction techniques such as presenting 

the user with virtual hands [10] - allowing manipulation of visual, 

audio and kinesthetic elements, as the core mechanism in eliciting 

fear in interactive VEs. Manipulating the users’ agency could 

create the pinnacle of fear elicitation, and there is a gap in 

research pertaining to the effect of interaction and agency in VR.  
 
The desired type of sadness identified to be elicited is 

parasympathetic withdrawal which similarly, is related to the user 

having agency where a loss is imminent, but is not inevitable [11]. 

There are several factors which hold influence as to when this 

type of sadness is elicited to which attachment is one of the 

strongest; if the user has a stronger attachment bond between 

people, then in the event of loss, a larger extent of grief is 
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experienced [12]. In VR, these attachment bonds can be formed 

between the user and the virtual character avatars, they are not 

formed between humans only and rather from the dual elicitation 

of emotional responses from the bonding participants and the 

shared activities between them [12, 13]. Another factor which not 

only affects elicitation of sadness, but also attachment, is empathy 

[13, 14]. This relies on affective communication between the 

participants and agency belief - the participant’s belief about the 

virtual agent having agency. Another commonly used technique in 

eliciting sadness is visual imagery and mood has also been found 

to have an impact [14]. Finally, elicitation is caused by events 

[15]. This event needs to be against the participant’s motive, what 

the participant wants or desires to happen, and event-directed, 

where the participant does not relate the cause to an agent, but 

rather to circumstance. This area of research, sadness in VR, 

however, remains subject to investigation due to limited 

resources.  
 
2.1 Artificial Intelligence 
An Artificial Intelligence (AI) Director is an AI that features a 

dynamic system for game dramatics and pacing, making changes 

to the game environment to enhance the experience [16]. It 

decides where game objects and agents spawn and how often 

these occur based on dynamic elements, such as the players skill, 

the time since a previous attack or how close they are to the end of 

the level. The AI Director is an overarching control of the system 

and makes changes to the overall experience. On the other hand, 

AI agents make use of techniques such as decision trees, 

pathfinding, scripting and adaption to create a dynamic and 

improved experience. These are related to specific characters in 

the environment and focus on their behaviour. Both of these, AI 

Director and AI agents, have been identified as the core aspects of 

AI in this project 
 
2.2 VR Measures 
Heuristic Evaluation [17] is a method for finding usability 

problems in a user interface design by having a small number of 

evaluators examine the interface against a set of usability 

principles, the heuristics. It has been shown that the aggregation 

of several evaluators to a single evaluation is able to do well in 

finding usability problems, even when the group consists of  three 

to five evaluators. It has also been shown that specialists in the 

field provide better evaluation than non-specialists [18]. 
 
In VR, heuristic evaluation is slightly different from traditional 

methods. VR can follow Sutcliffe and Gault’s method of 12 

specialized heuristics adapted for VR software [20] These, like 

Nielson’s heuristics [17], are rated on a severity scale of 0-4, 

indicating the severity of the problem associated with the heuristic 

and a design feature from the VR system.  
 
We next aim to present a simple method for measuring immersion 

and emotion, and since these are abstract in nature, an effective 

method of measuring the experience in VR is needed, for which 

the discrete emotions questionnaire [19] will be used. 
 

 

3. Problem Statement and Research Questions 
While there has been much research done in the field of VR, 

emotion and psychology, there has been a lack of research on the 

effect of interaction on emotion in VR. Although there have been 

virtual environments created and used for eliciting fear and 

sadness, no environment has been created with the capabilities of 

controlling the nature of interaction taking place. Finally, there 

has been a lack of Artificial Intelligence (AI) agents in these 

experimental VEs with the capabilities of reacting to participant’s 

actions, which would give a stronger sense of agency and 

intelligence. This final issue has been changed to one of the main 

focuses of the project due to the COVID-19 disease preventing 

human experimentation. 
 
This leaves two clear goals for this project, which are as follows: 
 

1. Create a virtual environment which can manipulate the 

amount of interaction between the participant and the 

environment by increasing or decreasing the potential 

interactive events or actions that the participant can do. 

2. Create an AI in the virtual environments that reacts to 

the participant’s actions by dynamically altering the 

environment or the AI’s behavior. 

 

 

Each of these goals center around interaction in VR and lead to 

this project’s proposed research questions:  
 
Will the manipulation of the number of interactions in a VR 

environment between the participant and the VE cause an 

increase in the elicitation of the desired emotion? 
Can AI be used in VR to create a greater sense of agency in the 

participant? 
Can AI be used to support interaction in virtual environments?  
 
The first goal is the pillar of the project, allowing future 

experimentation to take place by creating the environment within 

which to perform it, and with the second goal providing a more 

intelligent AI which enhances the illusion of agency and improves 

the interaction experience. The AI will be improved by modifying 

the algorithms of the agents and by the addition of an AI director 

in the system. The third goal allows the changes caused by 

interaction and AI agents which occur within this environment to 

be observed and measured.  
 

4. Procedures and Methods 
This section discusses the design and implementation strategies 

for setting up the virtual environments and experiments. To 

achieve the goals of this project, two virtual environments will be 

developed, one for sadness and one for fear. There will also need 

to be two sets of heuristic evaluations, each using a separate 

environment and measuring the environment responses to actions 

and the emergent behaviour that occurs. These evaluations will 

follow an identical procedure. Agent AI is a focus instead of 

human experimentation, and as such the AI will be created in each 

virtual environment separately as they will differ due to the 

contrasting requirements of the two environments. The division of 

workload for this project will occur between the emotions with 
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each member focusing on the environment and AI agents which 

occur within them relating to one of the emotions. 
 
4.1. Heuristic Measurements 
Heuristic evaluation by experts in the VR field is the core 

measurement of the success each environment has in eliciting 

emotion. Each VE will be evaluated using the methods Sutcliffe 

and Goults defined for VR Heuristics measures [20]. The structure 

of this measure revolves around three core categories: 
 
1. Problems (from design classes) 
The evaluator is required to present a problem within a design 

class that refers to a group of design features. For example, a 

design class would be interaction using virtual hands.  
 
2.  Associated heuristics 

Once a problem has been identified, an associated heuristic is 

allocated to the problem. For example, interaction using virtual 

hands could present a problem with physics and will be associated 

with the Realistic feedback heuristic.   
 
3. Severity of the problem 

Finally, a severity rating from 0-4 is assigned to the problem and 

heuristic. Continuing the example above, a severity rating of 3 

will be given to the problem, as unrealistic physics could break 

immersion.  
 
4.2. Interaction Scenarios 
Specific Interaction Scenarios, where an action which should 

cause the system to react in a certain way is tested, will be 

constructed for a portion of the interactions. This method will 

involve a defined user action and the corresponding reaction from 

the VE that should occur, each of which will be tested. The AI 

reactions which occur will also be included, as they similarly will 

change based on the participant’s actions. These cannot be done 

for all the interactions and AI reactions due to the emergent and 

unpredictable desired behaviour - as environment interactions can 

be unpredictable given the autonomy of user decision.  
 
4.3. Interaction and Emotion Measurements 
While heuristic measures for VR environments are accounted for; 

there is a need to link emotions to the associated experience of the 

user while they are in the VRE. We use a combination of the 

discrete emotion questionnaire [19] and our own novel logging 

system to achieve this correlation of environment triggers and 

emotional response. At the precise moment of an interaction that 

triggers a dynamic environment event, this event will be logged 

and used in the emotion evaluation; as the log will be available to 

the evaluator following the experience. Evaluators will be 

requested to select the most fitting emotion and rate it from a 

range from one to seven with one being not at all and seven being 

an extreme amount for each interaction logged. Each of these 

words will converge to one of the following discrete emotions: 

anger, disgust, sadness, fear, anxiety, relaxation, desire and 

happiness. There are four words linked to each discrete emotion 

and the large range will provide us with the information of which 

interactions cause wanted or unwanted emotions and the level of 

these emotions. An open-form baseline measurement will occur 

prior to the VR experience through verbal means and compared to 

a similar measurement taken afterwards. This questionnaire will 

form a part of the heuristic evaluation, making sure that each 

environment is causing the right effect and that the interaction has 

an effect.  
 
The AI director in each environment works in conjunction with 

interaction to attempt to elicit emotion through emergent 

behavior. While manual evaluation on the success of this is 

effective, logging the change in the environment at the moment of 

its trigger is useful to extract the time of emergence and emotional 

response. When the user interacts with the VE in a certain way, 

the AI director will modify the users’ experience and append the 

log with exactly what changed in the environment and when. This 

will plot the path the user proceeded to take throughout the 

experience, and help us identify which actions lead to a better 

emotional response and behavioral changes in the user.       
 
4.4. The Virtual Environments 
Each extant environment will be further developed using Unity 

game engine and is experienced using the HTC Vive headset as a 

controlled variable; which has a resolution of 1080 x 1200 pixels 

per eye, a 90hz refresh rate, 110 angle field of view and two 

motion controllers that act as virtual hands.  This produces an 

immersive experience in the developed environments as it 

resembles a closer resemblance to reality than older generation 

headsets. Each environment contains elements related to their 

emotions, AI and interaction.  
 
4.4.1. Design Methodology 
A software development project requires a design methodology 

that adequately prepares developers for design challenges and 

expectations. For development of each VE, we will follow the 

agile, user-centred design model that focuses on iterative software 

development cycles and constant user feedback for each cycle. 

For each prototype of the project, we assign names that 

correspond to our phases of development. We initiate 

development with a paper prototype depicting the birds-eye view 

of both extant VEs with a rough overview of additions, interaction 

triggers and dynamic environment paths. Next major development 

iterations include alpha, beta and final releases. After each release, 

supervisors and allocated testers will evaluate and provide 

feedback for our next cycle through a testing framework where we 

outline each new feature added.  
 
The interaction paradigm for the VEs is centred on a gradient pip 

slider that correspond to additional features. Prior to entering the 

VE, the user uses the slider to choose a pip or level of interaction; 

whereby underneath the slider contains descriptors for all 

elements at each level of interaction.    
 
4.4.2. Fear 
The extant fear environment contains scripted events that are 

meant to frighten and produce an atmosphere that evokes a fear 

response in the user throughout the experience. The user is placed 

on a boat that is guided through a dark tunnel, which is interrupted 

by virtual entities such as monsters.  The combination of the fear 

of the unknown, a very dark environment, the sounds of water and 

the sound of the monster culminates in an overall scary 

experience. This is the current state of the environment, and is 
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used as the control - with the addition of increasing texture 

resolution, adding binaural (3D) audio, and an increase of model 

polygon counts of the monster to enhance realism and evoke fear 

even further.  
 
The AI of the monsters is to be altered so that the virtual entities 

are no longer simply scripted to appear; but rather chase the 

player using a pathfinding algorithm and decision trees. This 

allows the monster to manipulate the agency of the player, as the 

player now has to worry about if, for instance, the monster is 

around the corner of the tunnel. Also, an AI director will act as a 

controller for the environment, and dynamically change the 

environment based on triggers and inputs by the player. For 

example, if the player chooses to navigate a certain corridor, the 

agent will spawn in different locations, and certain rooms will be 

shifted to aid or prevent the escape of the player. The addition of a 

goal for the player to reach the end of the environment without 

being caught will add to this threat to the agency of the 

participant.  
 
Interaction is the primary addition to the environment, and acts as 

the focus of this study. An interaction slider can be used to change 

the level of interaction depending on the stage of the experiment. 

Once the slider is adjusted past no interaction, the users will be 

presented with virtual hands that can be used to interact with the 

world, such as picking up a firearm and a torch. The boat and 

water will be on a dynamic path, and the user can decide to take 

different routes through different tunnels. When the enemy attacks 

the user, the user can wave their torch to scare away the monster; 

it will simply run away and return at a later stage. Eventually, the 

player will need to reach the end of the level and reach their goal - 

but not every canal leads to the end. Additional resources that are 

planned to be added to increase interaction in the environment 

include a radar device that reveals a blip of the monster if it is 

near, with an increase of heartbeat and breathing rate audio, and 

shadows that resemble monsters that are not there, that change 

depending on torch orientation. 
 
4.4.3. Sadness 
The current sadness environment contains four scenes which are 

used to convey the different parts of the story. The first scene is a 

simple one where the participant chooses whether they are left or 

right-handed, allowing them to be more immersed as they use 

their predominant hand in the environment. The second scene 

involves the participant choosing the dog at the pet store, and in 

the third scene they play with the chosen dog in the park, 

throwing a ball for them until the dog is hit by a car. The final 

scene occurs at the vet, where the participant is handed the ball 

they were throwing in the park and is told that the dog will not 

survive, that it will die. The combination of choosing the dog at 

the pet store and playing with them in the park, by throwing a 

ball, help the participant form an attachment bond with the virtual 

dog. The scripted events which then occur in the park lead the dog 

into being hit by a car and the vet scene leads to the participant 

experiencing sadness due to the loss. This existing environment 

will be altered slightly for the control, removing some of the 

existing interaction to create a larger contrast between it and the 

environment with the focus on interaction. 
 

Interactions added will be to improve three aspects of the 

environment which have a strong influence in the elicitation of 

sadness. Firstly, the participant will be given more agency and a 

greater sense of it visually and with the ability to interact with 

more objects. This will be done by allowing the user to navigate 

through the environment and interact with the objects that exist in 

it, such as sticks in the park, or communicating with the dog 

through gesture recognition.  The control environment will 

remove some already existing interaction, providing us with a 

greater contrast, such as removing the ability to choose the pet. 

Secondly, interaction that is added between the participant and the 

dog will primarily be to create a stronger attachment bond 

between them, this will be done by allowing the user to pat the 

dog, follow it into a beautiful patch of butterflies or train it with 

hand gestures. The stronger the bond, the more loss is 

experienced. 

 
These moments of loss are the third aspect, and the interactions 

that happen around them will be increased by allowing them to be 

by their pets side once it has been hit by the car and comfort it or 

grabbing the ball from the vet and seeing the dogs name on it. The 

amount of these interactions that occur in the environment will be 

able to be manipulated based on the settings selected beforehand. 
 
The AI of the dog and the overarching narration will be enhanced, 

which will be able to be manipulated for future experimentation. 

The improvement in the dog’s AI will give them a greater sense of 

agency, and the dogs in the store will react more realistically and 

differently, giving each a sense of individuality or personality. 

The chosen pet will change responses dynamically depending on 

the participant's actions. These responses will change depending 

on the actions which the participant takes while in the 

environment making use of emotional behavioral trees and 

scripting. The overarching narration will be manipulated by the AI 

Director based on the participants actions and certain interactions 

that occur will cause changes in the environment. These 

manipulations will create a VE which is more dynamic and where 

the participant’s actions have more influence on it. 
 
4.4. Procedure 
The first task is to begin recruitment of those who are willing to 

participate in the heuristic evaluation. This is done through 

communicating to members of UCT staff and postgraduate 

master’s students who specialize in computer science and have 

access to a VR system - with the help of our supervisor. Around 

four to five evaluators would suffice as this is an expert 

evaluation. Once recruited, we require signed consent from the 

participant, and the consent form would include disclosure of 

sensitive material during our study and advises that those with 

mental health issues should not participate.  
 
Once the consent form is returned to us, we explain the nature of 

the experiment and the procedure of how the participants relay 

information to us. They are then required to take open form 

baseline emotion tests to act as a control for their emotional state, 

and begin the experiment. Participants are to experience all four 

VEs (control fear, fear, control sadness, sadness) with a minimum 

ten-minute break between each pair. The encounter with each pair 

of VEs begins with the control VE, where they are subjected to 
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little to no interaction - whereby the interaction slider is set to 

none. Once the experience ends, the evaluation (heuristics and 

emotion measures specific to the VE) are completed. Next, the 

newer VE is tested; where the participant experiences the VE 

twice - first with moderate interaction and second with full 

interaction. Only two options are available to avoid complications. 

The evaluator then, as before, completes the measures, and each 

method of interaction is clearly defined, with open ended fields in 

the form in the case that emergence occurred, or if they simply 

want to add more measures from their experience.  
 
During this process, they may also make use of logs and 

screenshots generated during each run of the VE to aid them in 

evaluation. Once both VE pairs have been experienced, the 

completed form and logs are to be returned for our analysis.  
 

5. Ethical, Professional and Legal Issues 
The majority of the ethical concerns of our research centres on the 

participants of our heuristic evaluation and their exposure to 

virtual environments that may induce fear and sadness, two 

emotions that are often related to mental issues and require correct 

ethical clearance and disclosure before experimentation.  
 
This type of research requires ethical clearance via application 

through departmental superiors who evaluate the procedures of 

our studies and ethical parameters of our application. To initiate 

and get approved clearance from the science faculty, this 

application must be sent as early as possible. 
This application contains important information such as the 

administrative aspects of the project (e.g. area of research, 

objectives and participant requirements). 
 
The project will make use of heuristic evaluation which will need 

to be done by a group of professionals. Due to the sensitive nature 

of the experiments, safety of these professionals is a high priority. 

They will be required to not be at risk of having Post Traumatic 

Stress Disorder (PTSD), depression or other mental disorders to 

prevent relapse. The screening will be brief, where the participant 

will be required to confirm that they are not at risk of any 

aforementioned mental disorders. They will also have simulation 

sickness, which is similar to motion sickness but occurs in 

simulated environments, explained to them and it will be 

reiterated that should they experience this or other discomforts in 

an overbearing way, they should withdraw and another 

professional should do the evaluation instead. 
 
Since this research is conducted under supervision from 

departmental staff and the university itself, UCT reserves the right 

to own the product of this experiment. Publication is at our 

supervisors discretion, and is not necessary in contributing to the 

success of the project. All legal issues surrounding the project are 

directed towards the researchers of the project and ultimately 

UCT.  
 

 

 

6. Anticipated Outcomes 

6.1. AI  
The VEs will require a certain level of AI that makes use of two 

core AI concepts. AI agents and AI directors. Agents in both VEs 

should resemble virtual entities that create the illusion of 

intelligence and decision making. This is to be done through 

techniques such as decision trees, pathfinding, scripting and 

adaption. In conjunction, the role of an external AI director will 

act as a controller against each environment, manipulating the 

users’ experience in a dynamic way - leading to emergent 

behavior and non-linear navigation of each environment. This 

could create unexpected experiences for the user and could elicit 

behavior that is unprecedented in non-interactive VEs when 

combined with interaction.     
 
6.2. Interaction 
Each VE is expected to have a tool that can accurately define the 

level of interaction in the VE. We will adjust this tool accordingly 

depending on the response we wish to record. The tool would 

consist of a pip slider which relates to different levels of 

interaction, with the lower levels having less interactive and AI 

elements present than the higher levels. Each level of interaction 

will be clearly communicated through description of every change 

to the VE. The realism of the environment will also be modified 

through modification of texture resolution and polygon counts of 

models, and as a result, the VE will strike a balance between 

realism and uncanny valley effects [21], the degree of realism that 

remains appealing to the user, for optimal comfort. Interaction in 

each environment depends on the emotion: we expect the user in 

the sadness VE to interact with the dog through techniques that 

increase the attachment bond between the participant and the dog 

and manipulate the interactions of loss and their sense of agency. 

In the fear VE, we expect interaction with doors, weapons, levers, 

the monster and various dynamic objects. 
 
6.3. Key Success Factors 
The success of the project depends on the previous core factors: 

can each virtual environment use AI and interaction to 

successfully elicit emotion - more so than non-interactive VEs. 

The role of AI is crucial to support interaction and provide a 

greater sense of immersion, which ultimately leads to stronger 

emotional response from the user.   
 
When the user experiences and utilizes these interactions in both 

VEs, we expect, in our evaluations, that due to the interaction and 

AI in each new VE, there is a greater sense of fear and sadness 

elicited than in the extant VEs .   
 

7. Project Plan 

 
7.1. Risk and Risk Strategies 
The risk matrix represents specific problems that may occur 

during the research process. Each risk has an associated severity 

and probability of occurrence. We have defined ways of 

mitigating, monitoring and managing each risk appropriately. See 

appendix A for our risk matrix. 
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7.2. Timeline 
The timeline has been set to start after the June exam block and 

after the proposal has been revised and finalised, with the work 

done before this being an inspection of the existing code. 
 
The majority of time will be spent on the coding of the 

environments and agents, until the evaluations are done. From this 

point, the focus is on the other deliverables for the project. 
 
The coding will be done in phases, or iterations, with user testing 

done after each, identifying missing or weak features. The next 

phase will build from the previous based on the feedback, adding 

or improving the features identified. The first phase done will be a 

paper prototype, where all the intended features will be included. 

These will be adapted and refined in the software in the 

subsequent phases. The final testing phase will be to ensure that 

no bugs are present in the final environment.  
See Appendix B for Gantt Chart. 
 
7.3. Resources 
The required resources for this project are as follows: 
 

• Existing sadness and fear environments and assets, 

• HTC Vive HMD, motion controllers and tracking base 

stations, 

• Heuristic evaluation, interaction and emotion forms, 

• Premium Unity assets. 
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9. Appendices 
9.1. Appendix A: Risk matrix 
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9.2. Appendix B: Timeline 
Each block represents one week. 

 


