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ABSTRACT
Molecular Dynamics (MD) simulations are used to analyse the phys-
ical structure and behaviour of molecules. Due to the size of the
trajectories that they produce, clustering algorithms are commonly
used to reduce the data into a manageable set of partitions which
represent the dominant conformations of the molecule. Although
these clustering algorithms are often applied to nucleic acids and
proteins, which are relatively inflexible molecules, they are less
often applied to highly flexible molecules, such as carbohydrates.
As clustering algorithms vary in their effectiveness for different
types of data, the usefulness of different algorithms for cluster-
ing highly flexible molecules must be evaluated. We applied the
iMWK-Means and HDBSCAN clustering algorithms to trajectories
of carbohydrates with varying levels of flexibility and evaluated the
results. While neither algorithm is particularly suited to molecules
with extreme flexibility, the findings show that HDBSCAN is able
to produce useful clusters from relatively flexible molecules due
to its ability to classify frames as noise, while iMWK-Means is
particularly suited to identifying subtle details in primarily stable
molecules but can also produce useful clusters from molecules with
some flexibility.

CCS CONCEPTS
• Applied computing→ Computational biology; •Mathematics
of computing→ Cluster analysis; • Theory of computation→
Unsupervised learning and clustering.

KEYWORDS
Clustering Analysis, Molecular Dynamic Simulations (MD), Carbo-
hydrate Molecules, Dominant Conformations

1 INTRODUCTION
Molecular Dynamics (MD) trajectories are powerful tools which
simulate the physical behaviour of complex molecules over time.
Each trajectory consists of frames which record the position of the
molecule at each time step. However, as these trajectories contain
upwards of 50 000 frames [13], manual analysis of the data is not
feasible. Clustering algorithms are a useful solution to this problem,
as they extract the dominant conformations by grouping the simula-
tion frames into clusters of similar frames. This reduces the amount
of data to be analysed into a manageable set of groups which, if ideal
clustering were to be applied, have maximal dissimilarity between
them and maximal similarity within them.

Although trajectories of nucleic acids and proteins are com-
monly clustered [13, 15], carbohydrates, which are comparatively
much more flexible, are not. Different clustering algorithms will
produce different results for a single trajectory. This is because they

approach clustering differently and are often suited to particular
types of data. Clustering algorithms also have different weaknesses,
with some only producing clusters of similar shapes, sizes or densi-
ties [15], and some having parameters that introduce bias [13] or
require tuning to produce optimal results.

iMWK-Means [6] is a k-means variant which addresses some
of the weaknesses of traditional k-means by intelligently selecting
initial centroids, so that results are deterministic, and preventing
bias from being introduced by not requiring a desired cluster count
to be supplied [13]. It also can also handle outliers by rescaling the
data.

HDBSCAN [3, 4] is a density-based algorithm which implements
a partially hierarchical approach. It can disregard noise in the data
by classifying it as such and has been recommended for use with
intrinsically disordered proteins [13].

In this paper, the iMWK-Means and HDBSCAN algorithms are
applied to meningococcal polysaccharrides Y and W, and to the mi-
crobial surface polysaccharrides of two Shigella flexneri serotypes.
The cluster results are then evaluated to determine if the dominant
conformations of the molecules have been captured. As this re-
search is focused on the performance of the clustering algorithms on
MD trajectories, the biological properties of the molecules will not
be considered. Instead, evaluation will focus on how well-formed
the clusters are and how well-defined the differences between them
are.

2 BACKGROUND
2.1 Clustering for MD Trajectories
Many factors account for differences between clustering algorithm
results. One factor is whether or not the algorithm requires user-
specified parameters, such as a desired cluster count. Having to
specify parameters can introduce bias [13], and can have a consid-
erable effect on the results [15]. It can also mean that the algorithm
will have to be run many times to find an optimal result. Different
algorithms also exhibit different sensitivity to outliers and "noisy"
data, or may have a tendency to find only find convex clusters or
clusters of similar sizes or densities [15]. Ideally, we would want
an algorithm that can find concave clusters and clusters of varying
sizes and densities.

2.1.1 iMWK-Means. Intelligent Minkowski Weighted K-Means
(iMWK-Means) is a k-means variant proposed by de Amorim et
al. [6]. It improves upon traditional k-means, which is arguably
one of the simplest and most popular clustering algorithms [1, 6].
Traditional k-means begins by randomly selecting a cluster centroid
for each cluster, based on the desired cluster count given by the
user. Each instance in the data set is then assigned to the cluster
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whose centroid it is closest to. After each instance is assigned, the
cluster centroids are recalculated as an average of the instances
assigned to the cluster. The instances are then reassigned, and the
process continues iteratively until the cluster assignment results
in no change to the cluster centroids, indicating convergence [15].
As the initial centroids are selected randomly, the results are non-
deteriministic [15] and k-means must be run multiple times to find
optimal clustering.

iMWK-Means eliminates one of the keyweaknesses of traditional
k-means by not requiring a desired cluster count from the user [13].
Instead, it begins by overestimating the cluster count and then
iteratively performing rounds of k-means and rescaling the data
by adding weights based on the results. Each instance is rescaled
based on the distance from it to the centroid of the cluster that it
is in. This results in dense regions of the data having an increased
chance of being clustered together in future iterations, while outlier
frames that are further from the centroids have less impact on the
final clusters. iMWK-Means is also deterministic as it intelligently
selects initial centroids [6] rather than randomly seeding them. This
means that it does not need to be applied multiple times to find
optimal clustering.

2.1.2 HDBSCAN. Hierarchical Density-Based Spatial Clustering
of Applications with Noise is an algorithm proposed by Campello
et al. [3, 4]. It is a density-based algorithm which identifies clusters
of varying shapes by searching for higher density regions in the
data separated by lower density regions [13]. It does this by con-
sidering the neighbourhoods in the data, which each consist of a
core point and the 𝑘 points which are nearest to it. The distance
from a core point to its furthest neighbour is the core distance
of the neighbourhood. It then creates a network from the points,
where the weight of the edge between any two points is calculated
based on the distance between them, and the core distances of the
neighbourhoods that each of the points are member of. Edges are
then removed from the network, beginning with those with the
greatest weights, until removing another edge would completely
disconnect two regions of the data. The points with the lowest
weighted edges between them are then merged into clusters, as
is done in single-linkage hierarchical clustering [15], until every
data point is in a single cluster. This merging process results in a
hierarchical tree, and the final clusters are produced by cutting the
tree based on the minimum cluster size and a stability metric.

HDBSCAN is also able to disregard instances that it identifies
as noise by assigning them a cluster label of -1 [13]. Although
it has two parameters, the minimum cluster size and minimum
neighbourhood size 𝑘 , primarily referred to as minimum samples in
this paper, the option of setting the parameters equal to each other,
and to their minimum value, is a suitable default which allows
HDBSCAN to be run non-paramterically [3, 13].

2.1.3 Application to MD. Melvin at al.[13] applied iMWK-Means
to a series of nucleic acids and preteins. They found iMWK-Means
to be ideal for identifying subtle details in stable molecules that
HDBSCAN did not detect. HDBSCAN was able to isolate the domi-
nant conformations in relatively stable molecules, and locate stable
conformations in unstable or disordered systems. Melvin et al. rec-
ommend the algorithms for exploratory clustering based on the fact

that both algorithms can be used non-parametrically, and specifi-
cally recommend HDBSCAN for use with intrinsically disordered
proteins.

2.2 Cluster Validity Indices
To objectively evaluate the quality of a clustering result, Cluster
Validity Indices (CVIs) are often used to compare candidate parti-
tions of a data set [13, 15]. A CVI is a mathematical measure which
quantifies how well the data in a set has been partitioned. More
particularly, this means quantifying how cohesive each cluster is, as
well as how well separated the clusters are [2]. However, there are
differences in how each CVI evaluates the cluster cohesion, cluster
separation and general quality of the clusters. Because of this, the
CVIs may disagree on which partition fits the data best and may
also be influenced by features of the clustering which do not di-
rectly affect their quality, such as the cluster count and comparative
size of the clusters [15]. As no single CVI can evaluate all aspects
of the clustering, and may not always give a true representation of
the cluster quality, it is recommended that multiple CVIs are used
together when evaluating cluster results [2, 9].

As CVI results are affected by the data, each CVI should be used
as a relative measure, rather than an absolute measure, of cluster
quality. CVI results are more useful when comparing different clus-
tering results for a single data set, rather than comparing clustering
results across different data sets. For example, CVIs may be used
when comparing results over a range of parameter values for a
single clustering algorithm, or when comparing results between
clustering algorithms [2].

Arbelaitz et al. [2] performed an extensive comparison of differ-
ent CVIs and their effectiveness with a range of data sets. Their
results showed that, among a few others, the Silhouette (S), Davies-
Bouldin (DB) and Calinski-Harabasz (CH) indices produced superior
results. The DB and CH indices measure cluster cohesion based
on the distance from each point in a cluster to its cluster centroid,
while the S index uses the distance between all points in a cluster.
Cluster separation is based on shortest intercluster distance for the
S index, the distance between all cluster centroids for the DB index
and the distance from each cluster centroid to the global centroid
for the CH index.

Better clustering is indicated by values closer to 1 for the S index
(although it will always fall between -1 and 1), by lower values for
the DB index and by higher values for the CH index [2, 13].

3 DESIGN AND IMPLEMENTATION
The iMWK-Means and HDBSCAN algorithms were implemented
within a Python framework, the purpose of which was to facilitate
efficient clustering jobs and be easily extensible so that additional
algorithms can be added. The framework processes clustering jobs
on MD trajectories and test data, and also includes other helpful
functionality for working with clustering algorithms and MD tra-
jectories.

3.1 iMWK-Means and HDBSCAN
The iMWK-Means and HDBSCAN algorithm implementations for
MD trajectory data were adapted from a Python library made avail-
able by Melvin et al. [13]. This library uses the HDBSCAN imple-
mentation by McInnes et al. [12] and code from de Amorim [5],
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one of the iMWK-Means authors. Slight adaptations to the existing
code had to be made so that the algorithms could cluster on either
the trajectory or a two-dimensional array. Changes also had to be
made to allow the cluster output to be used by other parts of the
framework.

The iMWK-Means is non-parametric, so the implementation
does not require any user parameters. Although HDBSCAN can
be used non-parametrically, its two parameters, minimum cluster
size and minimum samples, do have a drastic affect on results and
can be tuned to improve clustering. As expected, minimum cluster
size provides a lower limit on the number of frames, or instances,
per cluster. Slightly less intuitively, minimum samples is a measure
of how sparse regions of the data can be before they are consid-
ered noise. It primarily affects how readily HDBSCAN will label
frames as noise. When it is set to 1, the number of frames which
are conserved and not labelled as noise will be maximised. As these
parameters do have an effect on the cluster results, it will often
be necessary to run HDBSCAN with a range of different param-
eter values in order to find those that are most suited to the data
and hence produce the best clustering. The minimum values for
minimum cluster size and minimum samples, 2 and 1 respectively,
have been suggested as default values for the parameters [3, 13],
however, it was found that this tended to produce poor results for
our test trajectories.

3.2 Framework Design
The clustering framework, ClusterMol, was developed in Python
and is structured as a pipeline to maximise its extensibility. The
MDTraj library [11] is used to read in the MD trajectories and
make basic changes, such as atom selection, frame selection and
downsampling, to them prior to clustering with one of the available
algorithms. Alternatively, clustering can also be performed on test
data sets from Scikit-learn [14].

After the clustering job is complete, ClusterMol can output time-
series plots of frame index against cluster index, frame counts per
cluster, CVI results and the largest clusters as Protein Data Bank
(.pdb) files.

ClusterMol can be run via command line arguments or it can
be given a file containing these arguments. If a file is supplied, it
can contain multiple sections of arguments which will each be pro-
cessed and run in turn. This allows the user to efficiently run many
jobs in a row. The arguments include the the choice of algorithm,
the source trajectory file or testing data to be used, the required
algorithm parameters and which CVIs to compute.

4 EVAULATION
The iMWK-Means and HDBSCAN algorithms were applied to two
generated data sets, three testing data sets - Breast Cancer, Iris
and Wine, and four MD trajectories. The generated and test data
sets were used for the purpose of algorithm validation, as they
have a known correct clustering. The MD trajectories were used to
evaluate the usefulness of the algorithms for real MD data.

4.1 Algorithm Validation
HDBSCAN and iMWK-Means were tested for validity with two
basic data sets - A and B - which were artificially generated with

Scikit-learn [14]. Data sets A and B both consist of 100 instances,
each with two dimensions or features. In particular, A contains five
tight clusters with low intracluster variation and clear separation
between clusters, while B contains five clusters with increased
overlap and higher intracluster variation. The purpose of these data
sets is to test the performance of the algorithms on data which
inherently has very clear clusters, as in data set A, as well as on
data which has overlapping clusters with less obvious partitions,
as in data set B.

HDBSCAN and iMWK-Means were also tested with the Breast
Cancer, Iris and Wine data sets, which can be accessed, with their
known correct clustering, through Scikit-learn [14]. The Breast
Cancer data set contains 569 instances, with 30 features each, of
which 212 are correctly classified as malignant, and 357 are cor-
rectly classified as benign. The Iris data set contains 150 instances
of iris flowers which are each described by four features. The cor-
rect clustering categorises the 150 instances into three iris flower
varieties of size 50 each. The final two classes overlap significantly
and are difficult to distinguish. The Wine data set contains 178 in-
stances describing different wines through 13 features. The correct
partitioning consists of three classes with sizes 59, 71 and 48.

The Breast Cancer, Iris and Wine data sets allow the algorithms
to be tested on a greater variety of data sets, rather than just A and
B. Each of them have more than two features, unlike A and B, and
Breast Cancer in particular has a relatively large number of features,
which will allow us to see the effect of higher dimensionality on
the algorithm results. The data sets also vary in terms of the sizes
of the correct clusters. While Iris, A and B have clusters of equal
sizes, Breast Cancer and Wine have clusters of different sizes. This
allows the effect of this variation to be tested, particularly as some
algorithms are biased towards towards clusters of equal sizes.

In attempt to find optimal clustering, most of the data sets were
clustered more than once with HDBSCAN while varying the value
of minimum cluster size. The process of trying different values was
less systematic for these validation data sets than for the MD data,
which will be described in the following section. Instead, different
values for minimum cluster size where tried until a result which
appeared to come close to the correct clustering and had good CVI
results was identified. The selected HDBSCAN results were com-
pared to the iMWK-Means results using percentage accuracy, which
is the percentage of instances assigned to the correct cluster, and
CVI results. As data sets A and B are two dimensional, their cluster
results could also be compared visually on a two-dimensional plane.

4.2 Testing with MD Trajectories
Four carbohydrates molecules were chosen for testing. They have
varying levels of flexibility, ranging from relatively stable to ex-
tremely flexible, so that the effects of increased flexibility could be
evaluated.

The algorithms were first applied to meningococcal polysac-
charides Y and W, which will be referred to as MenY and MenW
respectively. These molecules are carbohydrates and have similar
molecular structure [10]. The MenY and MenW trajectories each
consist of a chain of three repeating units (RUs). The trajectories
were then downsampled from their original 40021 frames to 4003
frames, by taking every 10th frame. Although MenY and MenW are
similar in structure, MenY is expected exhibit a single conformation
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the majority of the time while MenW experiences more conforma-
tional changes and has at least a few dominant conformations [10].

The next trajectories that the algorithmswere applied to were the
microbial surface polysaccharides of two Shigella flexneri serotypes,
specifically serotype Y, simulated with three repeating units and
and serotype 6, simulated with six repeating units. These trajec-
tories will be referred to as S.flexneri Y 3RU and S.flexneri 6 6RU
respectively. As with the previous two trajectories, each trajectory
was downsampled, from 40018 frames to 4002 frames in the case
of S.flexneri Y 3RU, and from 36018 frames to 3602 frames in the
case of S.flexneri 6 6RU. These molecules are carbohydrates and
are expected to contain many small clusters, as S.flexneri Y 3RU is
known to be extremely flexible [7] and we would expect the same
for S.flexneri 6 6RU.

Prior to clustering, a selection statement, available in Supplemen-
tary Material Table S7, was applied to each trajectory. The purpose
of the selection statements is to select the relevant, or core, atoms
to be clustered on, rather than clustering on all the atoms. This
decreases the dimesionality of the clustering job by ignoring irrele-
vant features. It allows the clustering algorithms to focus on actual
conformational changes, rather than being affected by movement
of less significant parts of the molecule which would otherwise be
detected as additional variation between frames and contribute to
noise in the data. The selection statements that were applied to
the trajectories excluded all hydrogen atoms and selected only the
core structure of the molecule. One, two and four terminal residues
from each end of the molecule were also excluded from the selec-
tion for S.flexneri Y 3RU, MenY and MenW, and S.flexneri 6 6RU
respectively. In addition to the selection statements, the first 802
frames of the Shigella trajectories were ignored as the equilibration
phase of the simulation.

As iMWK-Means is non-parametric, it was applied once to each
trajectory. HDBSCAN was run multiple times per trajectory while
varying the value of minimum cluster size in order to find the opti-
mal clustering. For each trajectory, minimum cluster size was first
set to 2, then to each multiple of 5 between 5 and 100, stopping
earlier if the clustering result classified 100% of frames as noise.
The value of minimum samples was not varied and remained set to
1, as preliminary testing indicated that values any higher than this
would result in a large proportion of frames classified as noise. Once
the clustering was complete, the results for each trajectory were
compared with respect to the CVI scores, by looking for the maxi-
mum Silhouette and Calinski-Harabasz scores and the minimum
Davies-Bouldin scores. The Visual Molecular Dynamics program
(VMD) [8] was then used to visualise the superimposed frames
within each cluster so that the definition of the clusters and the
distinctness between them could be evaluated. For clarity, only the
atoms which were selected for clustering by the selection statement
were visualised. Finally, the cluster count and proportion of frames
classified as noise was also considered. Ideally the majority of the
frames should be put into clusters, rather than being labelled as
noise, so that a complete picture of the molecule conformations
can be attained. For a similar reason, it is also not helpful if many
small clusters are produced, as this provides less insight into the
dominant conformations of the molecule.

5 RESULTS AND DISCUSSION
Results from testing with the generated data sets and Breast Cancer,
Iris and Wine were evaluated first, followed by the MD trajectory
results. Comparisons were made using CVI results and, in the case
of the MD data, visualisation of the frames in each cluster.

5.1 Algorithm Validation Results
Figure 1 shows the results of clustering data sets A and B with
iMWK-Means and HDBSCAN. HDBSCAN, with a minimum cluster
size value of 5, correctly partitioned all five clusters in data set
A, evidenced by the fact that each cluster, indicated by the differ-
ent shapes, is filled in with a single and unique colour (Figure 1c).
iMWK-Means correctly partitioned three of the five clusters, how-
ever, the final two clusters have both been coloured blue, which
indicates they were grouped into a single cluster (Figure 1a). The
CVI results for data set A, which can be viewed in Tables S1 and S2
in Supplementary Material, support the five cluster split as a better
fit for the data than the four cluster split. This is indicated by higher
values for S and CH indices and lower values for the DB index when
comparing the HDBSCAN results to the iMWK-Means.

Figure 1: HDBSCAN and iMWK-Means clustering of gener-
ated data sets The different shapes indicate the true clusters while the
different colours indicate the clusters assigned by the algorithms. In the
case of HDBSCAN, grey indicates that the instance was classified as noise.
Data set A, in a) and c), contains five clusters with low intracluster variance
and high intercluster variance. Data set B, in b) and d), also contains five
clusters but with increased intracluster variance and decreased intercluster
variance. Data sets A and B both consist of 100 instances, each with two
features.

For data set B, iMWK-Means partitioned the data into two clus-
ters (Figure 1b), while HDBSCAN, with a minimum cluster size
value of 9, came close to isolating four of the clusters, but classified
the majority of the most dispersed cluster, which is indicated with
the circle markers, as noise (Figure 1d). This result maximises accu-
racy (the percentage of instances that were assigned to the correct
cluster) at 68.0%. Two other tests of HDBSCAN on data set B, with
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Figure 2: Percentage noise and CVI scores for MenY and MenW cluster results Figures a) to d) compare MenY clustering results (in terms
of percentage noise (a), Silhouette index (b), Davies-Bouldin index (c) and Calinski-Harabasz index (d)) from the application of iMWK-Means and three
applications of HDBSCAN with minimum cluster size values of 30, 45 and 50 - indicated by the number in brackets in the legend in d). Figures e) to h) are
similar, but compare the MenW clustering results and use HDBSCAN minimum cluster size values of 70, 75 and 95 - indicated by the number in brackets in the
legend in h).

minimum cluster size of 6 and 10, can be seen in Table S2. While
a minimum cluster size value of 9 produced the highest accuracy,
a value of 10 labelled the least frames as noise, produced the best
CVIs, but had the worst accuracy at 57.0%. Interestingly, the iMWK-
Means partitioning of data set B produces the best value of each
CVI for the data set, despite arguably producing the least useful
clusters.

Although HDBSCAN performed better clustering data sets A and
B, iMWK-Means produced better results when clustering the Breast
Cancer, Iris and Wine data sets. The iMWK-Means clustered Breast
Cancer and Wine with 92.79% and 92.13% accuracy respectively,
compared to the HDBSCAN accuracy scores of 69.42% and 60.67%
for the same data sets. However, both algorithms partitioned the Iris
data set into two clusters, instead of three, and achieved 66.67% accu-
racy. This data set has relatively low intercluster variation between
its last two clusters, making them difficult to differentiate. Once
again, the best CVI values do not always indicate the more desirable
clustering, with HDBSCAN achieving better CVIs for theWine data
set despite the superior results produced by iMWK-Means. These
results can viewed in Tables S1 and S2 in Supplementary Material.

5.2 MD Cluster Results
5.2.1 MenY. Results for each HDBSCAN application to MenY over
the range of values for minimum cluster size are available in Sup-
plementary Material Table S3. Not all the results for each of the
runs are unique, as there are cases where incrementing the value
of minimum cluster size does not cause any of the clusters to be
eliminated because none of their sizes are below the minimum. For

example, the HDBSCAN results for minimum cluster size values 30
to 40 on MenY are the same.

Out of all the HDBSCAN results, the DB index is minimised with
a minimum cluster size value of 2. This result classified 42.24% of
frames as noise and produced 810 clusters, the largest of which
contains only 0.35% of frames in the trajectory. This is ultimately
not a useful result, as a collection of many small clusters fails to
capture the dominant conformations in the trajectory. Additionally,
this minimum DB score coincides with the worst CH and S scores.

The CH and S indices both score their three best, or largest,
HDBSCAN results with minimum cluster size values of 30, 45 and
50. Values for the DB index are not good for the these results, in
fact the largest, and hence worst, DB value is scored for aminimum
cluster size value of 45. For MenY, the DB index displays a clear
preference for results which have larger cluster counts, which is
at odds with the results from the S and CH indices. Considering
this, we will focus on the HDBSCAN results for minimum cluster
size values of 30, 45 and 50. Comparisons of these three HDBSCAN
results and the iMWK-Means result can be seen in Figure 2a-d.

Of the four clustering jobs compared in Figure 2a-d, HDBSCAN
with minimum cluster size 50 scores the highest, and best, S index,
while iMWK-Means scores the lowest (Figure 2b). However, the
CH and DB indices support iMWK-Means as the best result, as it
produces a higher CH score (Figure 2d) than any of the HDBSCAN
results, by a wide margin, and has the lowest DB score (Figure 2c).

The timeseries for the HDBSCAN results with minimum clus-
ter size values of 30, 45 and 50 (Figure 3b-d) show that each time
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Figure 3: MenY cluster results Figurs a) to d) show the timeseries of the cluster results for iMWK-Means and runs of HDBSCAN with minimum cluster
size values of 30, 45 and 50 - indicated by the numbers in brackets. The (-1) cluster indicates frames that have been classified as noise. Figure e) shows the two
MenY clusters produced by iMWK-Means. The cluster indices are given, as they are labelled in a), as well as the percentage of frames that were assigned to
the cluster. Figure f) shows the largest cluster produced by each of the HDBSCAN runs. For all visualisation of the clusters, every 2nd frame in the cluster in
superimposed, and, for clarity, the atoms selected for visualisation are the same as those that were clustered on.

HDBSCAN identifies a single large cluster in addition to varying
proportions of frames labelled as noise (Figure 2a) and other much
smaller clusters. A minimum cluster size of 50 labels almost no
frames as noise but places 98% of frames into one cluster. A mini-
mum cluster size value of 30 or 45 labels just under 10% of frames
as noise (Figure 2a) with the most of the remaining frames being
assigned to a single cluster.

Visualisations of the largest MenY cluster produced by HDB-
SCAN for the three values, 30, 45 and 50, ofminimum cluster size are
shown in Figure 3f. The clusters from HDBSCAN with minimum
cluster size values of 30 and 45, which account for 87% and 88% of
frames respectively, exhibit relatively low intracluster variation.
This is evident from the fact that the superimposed frames are
tightly collected together, with only a few frames straying from the
cluster. It is clear that the ends of the molecule are more mobile,
based of the fact that the superimposed frames fan out at each end.
Contrastingly, the cluster produced by HDBSCAN with aminimum
cluster size value of 50, which contains 98% of the frames, evidently
has higher intracluster variation. The superimposed frames are
not as heavily concentrated and more frames are straying from
the main part of the cluster. This difference is somewhat expected,
and can be attributed to the fact that the minimum cluster size 50
cluster contains the majority of the frames that were labelled as
noise when minimum cluster size was set to 30 or 45.

iMWK-Means splits the MenY trajectory into two large and
frequently alternating clusters (Figure 3a). Visualisation of these

two clusters (Figure 3e) shows that they each have slightly more
intracluster variation than the HDBSCAN minimum cluster size 30
and 45 clusters, but not as much as the HDBSCANminimum cluster
size 50 cluster. There a some frames in each cluster which stray
from the concentrated regions, but, as iMWK-Means does not label
and exclude frames it classifies as noise, we should expect this to
some extent. The conformations represented by the two clusters are
reasonably similar, however, the frames in cluster 1 curve inwards
to a greater extent than those in cluster two. This suggests that
iMWK-Means has identified a slight difference in conformation
that was not identified by HDBSCAN.

5.2.2 MenW. Non-summarised results for the HDBSCAN appli-
cations to MenW with varying minimum cluster size values are
available in Supplementary Material Table S4. Once again, the DB
index displayed a strong preference for results with high cluster
counts which was contradicted by the S and CH indices. The three
best CH index results, indicated by the largest values, are associated
with minimum cluster size values of 70, 75 and 95. These values
also produced S values which were amongst the best. The other
acceptable S value, from a minimum cluster size value of 85, was
disregarded as it coincided with a local minimum of the C index
and a local maximum for the DB index. Based on this, we focused
on the HDBSCAN results with minimum cluster size values of 70,
75 and 95, and these are compared, along with the iMWK-Means
result, in Figure 2e-h.
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Figure 4: MenW cluster results Figurs a) to d) show the timeseries of the cluster results for iMWK-Means and runs of HDBSCAN with minimum
cluster size values of 70, 75 and 95 - indicated by the numbers in brackets. The (-1) cluster indicates frames that have been classified as noise. Figure e) shows
the three MenW clusters produced by iMWK-Means. The cluster indices are given, as they are labelled in a), as well as the percentage of frames that were
assigned to the cluster. Figure f) shows the four clusters produced by HDBSCAN with a minimum cluster size value of 95 which corresponds to timeseries d).
For all visualisation of the clusters, every 2nd frame in the cluster in superimposed, and, for clarity, the atoms selected for visualisation are the same as those
that were clustered on.

iMWK-Means produced three clusters for MenW and is the best
result according to all three CVIs, indicated by the the highest S
score (Figure 2f), the lowest DB score (Figure 2g) and the high-
est CH score (Figure 2h). Visualisation of the three clusters shows
that represent reasonably different conformations (Figure 4e). Clus-
ter 2 is the most distinct and shows a clear bend in the molecule
compared to clusters 0 and 1, which are straighter. The difference
between clusters 0 and 1 is less obvious, but it does appear that
the bottom half of the molecule tilts upwards to a greater degree
in cluster 1 than in cluster 0. Considering the visualised clusters
with the timeseries, it seems that the three clusters alternate for
approximately the first 1800 frames, after which point cluster 0 is
the dominant conformation.

The HDBSCAN result which produced the best combination of
CVI values uses a minimum cluster size of 95. It maximises, and
therefore has the best results for, the S and CH indices (Figure 2f,h)
but has the worst DB value (Figure 2g), although this may but
due to the smaller cluster count. Visualiation of the four clusters
produced by HDBSCANwithminimum cluster size 95 shows clearly
distinct conformations (Figure 4f). Cluster 2 shows the molecule
in its straightest form, while cluster 0 shows the most pronounced
curve. Clusters 3 and 1 are the most similar, but cluster 1 appears
to be slightly more bent and the top of the molecule tilts to the
left rather than the right, as it does in cluster 3. Compared to the
iMWK-Means clusters (Figure 4e), the HDBSCAN clusters have less

intracluster variation. This is based on the fact that the top and
bottom of the clusters fan out to a lesser extent, indicating that the
superimposed frames are more similar.

Although the CVI values for the three HDBSCAN results are not
as indicative of good clusters as the iMWK-Means CVI results are,
this may be partly attributed to the noise cluster. The HDBSCAN
results with minimum cluster size values of 70, 75 and 95 each
classified between 27% and 30% of frames as noise (Figure 2e),
which is the minimum for MenW when compared with the other
HDBSCAN results which produce acceptable CVI values (Table S4).
Due to the fact that HDBSCAN places the frames it classifies as
noise into cluster -1, high levels of noise will negatively affect CVI
results. When the CVI results are calculated, high levels of variation
will be detected in the noise cluster, and this will negate the low
levels of variation in the real clusters, resulting in poor CVI values.

Large proprotions of the data being classified as noise is also
undesirable as it does not give a complete picture of the molecule
conformations within the trajectory, as a substantial amount of
the frames have not been assigned to a cluster. Although labelling
frames as noise is useful in the case of outliers which would other-
wise contribute unnecessarily to intracluster variation, ideally the
number of frames labelled as such should be minimised.

5.2.3 Shigella flexneri. The full results of the HDBSCAN applica-
tions to S.flexneri Y 3RU and S.flexneri 6 6RU for each minimum
cluster size value are available in Supplementary Material Tables S5
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Figure 5: Percentage noise and CVI scores for Shigella cluster results Figures a) to d) compare S.flexneri Y 3RU clustering results (in terms
of percentage noise (a), Silhouette index (b), Davies-Bouldin index (c) and Calinski-Harabasz index (d)) from the application of iMWK-Means and three
applications of HDBSCAN with minimum cluster size values of 5, 15 and 25 - indicated by the number in brackets in the legend in d). Figures e) to h) are
similar, but compare the S.flexneri 6 6RU clustering results and use HDBSCAN minimum cluster size values of 2, 5 and 55 - indicated by the number in brackets
in the legend in h).

and S6. From the minimum cluster size values that were used, HDB-
SCAN does not appear to have produced any useful clustering
results for either of the Shigella trajectories. Each HDBSCAN result
includes a large cluster of varying size, some small and insignificant
clusters and the remaining frames labelled as noise. Three example
S.flexneri Y 3RU HDBSCAN timeseries are shown in Figure 6b-d
to illustrate this. These three examples, associated with minimum
cluster size values 5, 15 and 25, were chosen based on their CVI
scores which were considered to be the best possible compromises.
Similarly, example S.flexneri 6 6RU HDBSCAN timeseries, associ-
ated with minimum cluster size values 2, 5 and 55, are shown in
Figure 7b-d, chosen for the same reason.

For S.flexneri Y 3RU and S.flexneri 6 6RU, iMWK-Means produced
two similarly sized clusters which alternate frequently (Figure 6a
and Figure 7a). Interestingly, the CH index shows an extreme pref-
erence for each of these results, and they score much higher values
than any of the HDBSCAN results (Figure 5d,h). For S.flexneri Y
3RU, iMWK-Means also has the best DB score, indicated by the low
value on Figure 5c, and the second highest S score (Figure 5b).

Visualisation of the iMWK-Means S.flexneri Y 3RU clusters shows
that a lot of variance is contained within each cluster (Figure 6e).
Particularly on the lower half of each molecule, the superimposed
frames fan out to a large degree. This amount of variance should
definitely constitute separate clusters in a ideal clustering result.
There does appear to be a difference between these two clusters.
The top half of cluster 0 tilts to the right, creating a bend in the
molecule, while cluster 1 remains straight. Despite this distinction
between the clusters, the level of variance which is not accounted

for means that this clustering result has limited use. Based on this,
the S.flexneri Y 3RU HDBSCAN clusters are not visualised. It is
clear that the trajectory contains a lot of variance between frames,
and as the HDBSCAN results each only produce one significant
cluster, it is reasonable to assume that the cluster results will not
be useful.

In the case of S.flexneri 6 6RU, iMWK-Means has the highest CH
score (Figure 5h) and has the second best DB score, indicated by
it being the second lowest value (Figure 5g). However, its S score
is the second worst, with the only lower score dropping below
zero (Figure 5f). Visualisation of the iMWK-Means S.flexneri 6 6RU
clusters (Figure 7e) shows that they exhibit even more intraclus-
ter variation and no distinction between clusters compared to the
S.flexneri Y 3RU clusters (Figure 6e). The bottom half of the super-
imposed frames fans out extensively, and where for S.flexneri Y
3RU some distinction between clusters was identified, here there
appears to be no substantial difference between the two clusters.
Clearly the trajectory contains a variety of conformations which
have not been identified by iMWK-Means or HDBSCAN, as it never
produces more than one significant cluster. As it is evident that
a single cluster will have high levels of variation, the HDBSCAN
results have not been visualised.

5.3 Discussion
HDBSCAN and iMWK-Means each proved able to produce useful
cluster results for the MenY trajectory. HDBSCAN with aminimum
cluster size value of 30 or 45 produced a only one significant cluster
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Figure 6: S.flexneri Y 3RU cluster results Figurs a) to d) show the timeseries of the cluster results for iMWK-Means and runs of HDBSCAN with
minimum cluster size values of 5, 15 and 25 - indicated by the numbers in brackets. The (-1) cluster indicates frames that have been classified as noise. Figure e)
shows the two MenY clusters produced by iMWK-Means. The cluster indices are given, as they are labelled in a), as well as the percentage of frames that were
assigned to the cluster. For visualisation of the clusters, every 2nd frame in the cluster in superimposed, and, for clarity, the atoms selected for visualisation
are the same as those that were clustered on.

accounting for 87-88% of frames while classifying the majority of
the remaining frames as noise. The cluster has minimal intraclus-
ter variation (Figure 3f), due to the fact that dissimilar or outlier
frames could be classified as noise, and clearly indicates that MenY
primarily occupies a single conformation, which is consistent with
previous analysis of MenY [10]. However, iMWK-Means was able
to highlight a subtle difference in conformation by producing two
MenY clusters which represented one conformation with slight
curvature and another with less (Figure 3e).

HDBSCAN also produced useful clusters from the MenW trajec-
tory, partitioning the data into four distinct conformation with low
variance (Figure 4f). Although slightly less than 30% of frames were
classified as noise, this is still a useful result. It indicates that there is
a lot of variation with the system, while still locating stable confor-
mations through well-formed clusters. Contrastingly, iMWK-Means
produced three MenW clusters which were not as well-formed (Fig-
ure 4e) as they visually contain a lot more variation, although this
is at least partially due to the fact that outliers cannot be excluded
as noisy frames. The iMWK-Means result also represents a smaller
number of distinct conformations than the HDBSCAN result, as it
produced three clusters rather than four.

As expected, based on previous research [10], the MenW cluster
results indicate that MenW occupies multiple conformations, one
of which bares resemblance to the primary conformation of MenY.
Comparing the dominant MenY cluster produced by HDBSCAN
(Figure 3f), with a minimum cluster size value of 30 or 45, to the

MenW clusters, it seems most similar to cluster 2 from the HDB-
SCAN result (Figure 4f) and cluster 0 from the iMWK-Means result
(Figure 4e), as these conformations have the least curvature.

For a relatively stable molecule, such as MenY, it seems that
HDBSCAN is able to indicate the stability while disregarding out-
liers, and iMWK-Means is able to locate detailed differences in
conformation. When clustering a molecule such as MenW, which
is flexible but contains a number of defined conformations, HDB-
SCAN will classify a reasonably large number of frames as noise
but will still identify stable dominant conformations. This result is
consistent with findings from Melvin et al., where the algorithms
were applied to nucleic acids and proteins. It seems that HDBSCAN
are iMWK-Means are useful as a pair, as iMWK-Means is able to
pick out details that HDBSCAN may miss. Additionally, in cases
where HDBSCAN classifies many frames as noise, the result can
be considered in conjuction with the iMWK-Means clusters, which
will not disregard frames as noise, to get a complete picture of the
conformations of the molecule.

Although the algorithms achieve useful results with molecules
with some flexibility, such as MenW, neither is suited to clustering
trajectories of molecules with extreme flexibility, such as S.flexneri
Y 3RU and S.flexneri 6 6RU. Besides a slight distinction between the
two S.flexneri Y 3RU clusters produced by iMWK-Means (Figure 6e),
very little was gained by clustering these trajectories with iMWK-
Means and HDBSCAN. It is clear from the visualisation of the
clusters, in Figures 6e and 7e, as well as previous research [7], that
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Figure 7: S.flexneri 6 6RU cluster results Figurs a) to d) show the timeseries of the cluster results for iMWK-Means and runs of HDBSCAN with
minimum cluster size values of 2, 5 and 55 - indicated by the numbers in brackets. The (-1) cluster indicates frames that have been classified as noise. Figure e)
shows the two MenY clusters produced by iMWK-Means. The cluster indices are given, as they are labelled in a), as well as the percentage of frames that were
assigned to the cluster. For visualisation of the clusters, every 2nd frame in the cluster in superimposed, and, for clarity, the atoms selected for visualisation
are the same as those that were clustered on.

there a many dominant conformations within the trajectories than
the algorithms we unable to isolate.

6 CONCLUSIONS
The HDBSCAN and iMWK-Means were applied to trajectories of
carbohydrates with varying levels of flexibility. Both have been
shown to produce useful clusters from trajectories of relatively
stable molecules and molecules with some flexibility. For stable
molecules, HDBSCAN is able to isolate the dominant conformation
while detecting outliers and classifying them as noise. In these cases,
iMWK-Means is able to detect finer details in otherwise stable tra-
jectories. HDBSCAN and iMWK-Means can also be used together
when clustering more flexible trajectories, as HDBSCAN can isolate
the dominant conformations as well-formed clusters but will label
a reasonably large proportion of frames as noise. As iMWK-Means
does not label frames as noise, it can then be used to account for
some of the frames that were disregarded by HDBSCAN. Unfortu-
nately, neither algorithm is suitable for clustering trajectories of
molecules with extreme flexibility.

iMWK-Means could be subjected to further testing with a greater
variety of carbohydrates molecules, as well as with molecules that
have not be downsampled prior to clustering. This would produce
additional insights into the suitability of the algorithms for cluster-
ing trajectories of flexible molecules.
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Supplementary Material

A ALGORITHM VALIDATION RESULTS

Table S1: iMWK-Means cluster results for validation data sets

Data set Actual clusters Assigned clusters Accuracy
(%)

Silhouette Davies-
Bouldin

Calinski-
Harabasz

A [20, 20, 20, 20, 20] [20, 20, 20, 40] 80.0 0.744 0.363 714.793
B [20, 20, 20, 20, 20] [69, 31] 40.0 0.614 0.531 255.076
Breast Cancer [212, 357] [181, 388] 92.79 0.565 0.676 744.595
Iris [50, 50, 50] [50, 100] 66.67 0.687 0.383 502.822
Wine [59, 71, 48] [67, 57, 54] 92.13 0.182 1.245 150.636

Table S2: HDBSCAN cluster results for validation data sets

Data set Minimum
cluster size

Minimum
samples

Actual clusters Assigned clusters Accuracy
(%)

Silhouette Davies-
Bouldin

Calinski-
Harabasz

A 5 1 [20, 20, 20, 20, 20] [20, 20, 20, 20, 20] 100.0 0.873 0.177 4863.546
B 6 1 [20, 20, 20, 20, 20] [-19, 20, 22, 18, 13, 8] 65.0 0.363 0.985 103.918
B 9 1 [20, 20, 20, 20, 20] [-19, 20, 22, 18, 21] 68.0 0.371 1.056 120.233
B 10 1 [20, 20, 20, 20, 20] [-14, 20, 22, 44] 57.0 0.390 1.021 125.064
Breast Cancer 30 1 [212, 357] [-63, 38, 468] 69.42 0.541 1.536 563.081
Iris 5 1 [50, 50, 50] [50, 100] 66.67 0.687 0.383 502.822
Wine 15 1 [59, 71, 48] [-8, 40, 130] 60.67 0.598 0.686 286.916
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B HDBSCAN RESULTS

Table S3: MenY: HDBSCAN cluster results with varied Minimum cluster size

Minimum
cluster size

Minimum
samples

Cluster count Largest
cluster (%)

Noise (%) Silhouette Davies-
Bouldin

Calinski-
Harabasz

2 1 810 0.35 42.24 -0.186 1.453 5.461
5 1 23 85.49 7.14 -0.026 1.546 61.952
10 1 8 85.49 8.37 0.015 2.002 144.88
15 1 7 85.49 8.34 0.053 2.050 164.252
20 1 6 85.49 8.79 0.069 2.047 187.236
25 1 6 85.49 8.79 0.069 2.047 187.236
30 1 5 86.91 8.04 0.275 2.049 221.314
35 1 5 86.91 8.04 0.275 2.049 221.314
40 1 5 86.91 8.04 0.275 2.049 221.314
45 1 3 88.31 8.82 0.283 2.331 274.272
50 1 2 98.00 0.35 0.511 2.062 253.254
55 1 2 98.00 0.35 0.511 2.062 253.254
60 1 2 98.00 0.35 0.511 2.062 253.254
65 1 2 98.00 0.35 0.511 2.062 253.254
70 1 - - 100.00 - - -

Table S4: MenW: HDBSCAN cluster results with varied Minimum cluster size

Minimum
cluster size

Minimum
samples

Cluster count Largest
cluster (%)

Noise (%) Silhouette Davies-
Bouldin

Calinski-
Harabasz

2 1 894 0.52 31.98 -0.100 1.267 6.850
5 1 2 97.18 2.40 0.030 3.996 20.826
10 1 38 26.51 36.00 -0.097 1.607 101.062
15 1 27 26.51 38.52 -0.072 1.645 128.682
20 1 21 26.51 39.60 -0.067 1.652 154.301
25 1 14 26.51 32.48 -0.024 1.817 227.096
30 1 14 26.51 32.48 -0.024 1.817 227.096
35 1 12 26.51 32.70 -0.016 1.835 259.043
40 1 12 26.51 32.70 -0.016 1.835 259.043
45 1 12 26.51 32.70 -0.016 1.835 259.043
50 1 12 26.51 32.70 -0.016 1.835 259.043
55 1 10 26.51 29.83 -0.020 1.939 287.250
60 1 9 26.51 29.58 -0.009 2.020 304.916
65 1 8 26.51 28.03 -0.004 2.094 334.179
70 1 7 26.51 29.73 0.026 2.064 370.715
75 1 6 26.51 26.87 0.043 2.241 444.451
80 1 6 26.51 26.87 0.043 2.241 444.451
85 1 2 83.69 7.27 0.111 3.756 254.616
90 1 2 83.69 7.27 0.111 3.756 254.616
95 1 4 28.55 28.93 0.116 2.403 568.230
100 1 4 28.55 28.93 0.116 2.403 568.230
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Table S5: S.flexneri Y 3RU: HDBSCAN cluster results with varied Minimum cluster size

Minimum
cluster size

Minimum
samples

Cluster count Largest
cluster (%)

Noise (%) Silhouette Davies-
Bouldin

Calinski-
Harabasz

2 1 672 0.34 40.67 -0.163 1.465 4.704
5 1 4 97.50 1.81 0.273 1.842 39.693
10 1 3 76.09 22.95 0.013 3.275 56.982
15 1 2 76.09 23.29 0.102 3.945 77.345
20 1 2 76.09 23.29 0.102 3.945 77.345
25 1 2 48.14 51.08 -0.101 4.130 64.005
30 1 3 10.91 84.37 -0.254 3.359 37.760
35 1 4 5.38 88.31 -0.291 3.047 29.188
40 1 4 5.38 88.31 -0.291 3.047 29.188
45 1 3 10.91 84.37 -0.254 3.359 37.760
50 1 3 10.91 84.37 -0.254 3.359 37.760
55 1 3 10.91 84.37 -0.254 3.359 37.760
60 1 3 10.91 84.37 -0.254 3.359 37.760
65 1 2 10.91 86.25 -0.188 3.591 46.187
70 1 2 10.91 86.25 -0.188 3.591 46.187
75 1 2 10.91 86.25 -0.188 3.591 46.187
80 1 2 10.91 86.25 -0.188 3.591 46.187
85 1 2 10.91 86.25 -0.188 3.591 46.187
90 1 2 10.91 86.25 -0.188 3.591 46.187
95 1 - - 100.00 - - -

Table S6: S.flexneri 6 6RU: HDBSCAN cluster results with varied Minimum cluster size

Minimum
cluster size

Minimum
samples

Cluster count Largest
cluster (%)

Noise (%) Silhouette Davies-
Bouldin

Calinski-
Harabasz

2 1 2 99.93 0.00 0.423 0.547 9.822
5 1 2 96.14 3.22 0.237 2.465 59.032
10 1 2 96.14 3.22 0.237 2.465 59.032
15 1 2 96.14 3.22 0.237 2.465 59.032
20 1 5 31.69 62.63 -0.213 2.495 55.089
25 1 4 31.69 62.63 -0.173 2.744 65.457
30 1 4 31.69 62.63 -0.173 2.744 65.457
35 1 3 33.30 62.09 -0.130 3.183 75.795
40 1 3 33.30 62.09 -0.130 3.183 75.795
45 1 3 33.30 62.09 -0.130 3.183 75.795
50 1 3 33.30 62.09 -0.130 3.183 75.795
55 1 2 33.30 63.88 -0.095 3.643 82.101
60 1 2 33.30 63.88 -0.095 3.643 82.101
65 1 2 33.30 63.88 -0.095 3.643 82.101
70 1 2 33.30 63.88 -0.095 3.643 82.101
75 1 2 33.30 63.88 -0.095 3.643 82.101
80 1 2 5.72 88.92 -0.247 2.789 45.388
85 1 2 5.72 88.92 -0.247 2.789 45.388
90 1 2 5.72 88.92 -0.247 2.789 45.388
95 1 2 5.72 88.92 -0.247 2.789 45.388
100 1 2 5.72 88.92 -0.247 2.789 45.388
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C SELECTION STATEMENTS

Table S7: Atom selection statements

Trajectory Selection statement
MenY, MenW type != H and (((resname AGL or resname AGA) and not (name O2 or name O3

or name O4)) or (resname ASI and (name O4 or name C2 or name C3 or name
C4 or name C5 or name O6))) and not resid 0 1 10 11

S.flexneri Y 3RU name C1 C2 C3 C4 C5 O2 O3 O5 and not name NH N CT C O SOD and not
resid 0 11 and not index 37 58 78 124 145 165 211 223 232

S.flexneri 6 6RU name C1 C2 C3 C4 C5 O4 O2 O3 O5 and not name NH N CT C O SOD and not
resid 0 1 2 3 20 21 22 23 and not index 107 130 147 143 126 193 163 167 216 212
233 229 249 253 279 298 302 319 339 335 315 365 384 388 401 405 425 421 412


