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ABSTRACT
Molecular Dynamics (MD) is a computer simulation method for
generating and analysing the trajectories of atoms and molecules.
This is a numerical method where atoms positions are recalculated
over extremely small periods of time to generate an overall mo-
tion picture of the molecular system for a longer period of time.
These simulations play an important role in determining the char-
acteristics of a molecule, specifically uncovering conformational
change in the molecular system. Molecular Dynamic Simulations
of molecules produce a large number of data points based on their
trajectory/shape over time. Clustering analysis is typically used
to determine the dominant conformations of a molecule. Valida-
tion is a fundamental part of clustering analysis and it is essential
for achieving meaningful results. There are numerous validation
indices used in clustering analysis, with no consensus on a stan-
dardised method or index to validate a clustering algorithm. This
paper outlines and reviews the most common and applicable val-
idation methods available in order to determine which of these
methods may be best suited for validating clustering analysis of
flexible molecules.
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1 INTRODUCTION
The data produced by molecular dynamic (MD) simulations is grow-
ing rapidly due to the increase in computational power [17], size
of molecular systems and length of simulations. These simulations
produce a large number of molecular frames (snapshots) over time,
with many of these frames representing similar conformations [20].
Molecular Dynamic simulations provide a method to generate the
evolution of a molecular system over time [7, 8, 13, 18]. This allows
us to simulate complex interactions of molecules and atoms to bet-
ter understand their various characteristic. Allowing us to develop
a better understanding of the various macromolecular structures
and variations in the molecular conformations of the molecule [14].
Clustering analysis is typically used to group similar molecular
conformations into partitions for analysis.

Cluster analysis is a technique for grouping a set of data objects
into clusters. A cluster is defined as a collection of data objects
where objects within the same cluster are similar to one another

while dissimilar to data objects in another cluster. Clustering anal-
ysis does not require prior knowledge. Prior knowledge refers to
all additional data that is available about the data set excluding
the data set itself. In terms of clustering analysis prior knowledge
would refer to the possible underlying patterns already known,
distributions of data set, the correct number of clusters within the
data set and correctly label data. Labelled data objects have addi-
tional meaningful information tagged. MD data is not tagged as it
would take a large amount of time and resources to label a dataset
of this size. MD simulations do not produce any additional prior
knowledge that would be relevant, therefore clustering analysis is
the primary method for analysing the data as it does not require
prior knowledge. Clustering makes use of a similarity metric [1]
between the objects in the data set. This metric is used to form
clusters of similar objects and differentiate dissimilar objects in
other clusters.

Many clustering algorithms focus on optimising some character-
istic such as the similarity measure between objects or the validity
measure of the data [16, 17]. The validity measure is commonly
referred to as the Cluster Validation Index or CVI. This index mea-
sures and provides insight into the quality of a clusters generated
by a clustering method. A clustering method that generates good
quality clusters usually has high intra-cluster similarity and low
inter-cluster similarity. Intra-cluster similarity refers to the cohe-
sion or compactness of a cluster. This indicates how well a cluster
is formed and how similar the objects within a specific cluster are.
While inter-cluster similarity is used to determine how dissimilar
different clusters are from one another. This is also referred to as
cluster separation. In many instances both of these two measures
are combined by sum or ratio to generate a Cluster Validation Index
(CVI). A good CVI is either indicated by a high or low numerical
value depending on the methods used to determine the intra and
inter cluster metrics.

Validation techniques and indices fall into the following cat-
egories - internal, external and relative validation [2]. External
techniques focus on validating the generated clusters against that
of the predefined correct clusters, however, this data is usually not
available. Internal validation techniques make use of data that is
only available from the clusters generated, no external data is used.
Finally, relative validation is methods that compares different clus-
tering methods against one another as well as compare methods
with different parameter inputs. Relative validation methods make
use of internal CVI’s to compare partitions from the same dataset
but generated with different input parameters. Relative validation
plays an important role in determining which clustering method
generates the best quality clusters as well as the optimal cluster
count.



Clustering analysis can lead to an incorrectly partitioned data
set. This is due to the fact that initially, we do not know the correct
or actual number of clusters in the data set. Clustering analysis
techniques have some of the following shortcomings: influence
of outliers, large cluster formations, defining of similarity metric,
linkage factors, algorithms constraints and prior knowledge. Out-
liers can often influence the number of clusters, developing small
clusters of individual objects. However, if the outlier is included
in the cluster the intra-cluster variation is increased - we aim for
low intra-cluster variation. Large cluster formations are possible
when objects are on the borders of two or more clusters, thereafter
the clusters are joined to reduce intra-cluster variation and create
a single homogeneous cluster. Selecting a similarity metric is an
important step to enable the algorithms to differentiate the data cor-
rectly. If a correct similarity metric is not chosen the algorithm will
not be able to effectively cluster the data. Linkage factors can lead to
a variety of different cluster formations in Hierarchical clustering.
Clustering is seen as an optimisation problem and therefore may
not produce the global optimal solution. This gives rise to multiple
different methods for clustering and consequently has given rise to
numerous different cluster validation indices. There is no formal
definition for cluster validation nor a consensus on how to compare
the performance of different clustering algorithms.

This paper reviews the literature on cluster validation techniques
and indices. Firstly, we summarise the various validation techniques
currently available. Secondly, we outline validation techniques that
are currently implemented and used in MD simulations. Thereafter,
we provide an in-depth analysis of the validation indices with re-
gards to their quantitative measurement and limitations. Finally, we
propose which indices would be best suited for validation measure
of Carbohydrate MD data.

2 CLUSTERING METHODS
2.1 Clustering Categories
Clustering algorithms differ in their approach to form clusters.
Most algorithms behave based on input parameters, geometry or
density distributions [12]. The underlying geometry or patterns in
the data set may influence the shapes of cluster formations. This
will largely depend on the type of clustering method implemented
and how the method aggregates the clusters. The data set may have
an underlying statistical density distribution that will also affect
the formation of clusters. Many of these algorithms fall into one of
the following four categories [2].

(1) Centroid-based clustering (Partitioning-based clustering).
Each cluster is represented by a single vector. A data objects
inclusion in the cluster is based on its proximity (usually
distance) to this vector.

(2) Hierarchical clustering (Linkage-based clustering). Clusters
are formed based on each object’s proximity to one another.
There is a connectivity link between the objects in the cluster
to minimise some distance measurement.

(3) Density-based clustering. Clusters are defined as high-density
areas and outliers or low-density areas are not included in
the clusters.

(4) Distribution-based clustering. Clusters are defined by statis-
tical distribution models. Clusters are formed as distribution
areas around a centroid. Each data point may have a probabil-
ity that it belongs to a specific cluster. If the data is artificially
generated we may know the distribution model in advance.
MD simulations produce data that we would expect to have
an underlying Boltzmann distribution [20].

2.2 Parameter Selection and Validation
The input parameters depend largely on the data set [15]. It is
critical that optimal parameters are chosen for a particular clus-
tering algorithm. Determining the optimal parameter is usually
done based on some validation measure, therefore the choice of
validation index is just as critical in performing reliable clustering
analysis. Reliable clustering analysis results in good quality clusters
which have characteristics of high intra-cluster similarity and low
inter-cluster similarity. The main parameter needed for most clus-
tering algorithms is k, the number of clusters in the data set. This is
usually not known, and much research has gone into trying to de-
termine the optimal number of clusters in a dataset [6]. We initially
select a value for k and then compute a selected CVI, this is then
repeated with different values of k until we find a possible optimal
value for the number of clusters in the data set. We compare the
values of the CVI for each cluster count. Another parameter needed
in distribution-based clustering is the assumption of the underlying
distribution [17]. This generates clusters that are based on a distri-
bution model where each point has a probability that it belongs to a
cluster. Other parameters that algorithms may require in clustering
are the diameter of clusters, cluster size, cluster density, cut-off
values and linkage function. The diameter of clusters is a distance
cut-off function where no data points outside this distance will be
considered for the cluster. This distance cut-off is typically associ-
ated with centroid-based clustering where the distance is measured
from an internal vector within a cluster. Certain algorithms may
also have cluster size limitation parameters to stop the formation
of extremely large clusters. Hierarchical clustering makes use of
cluster size limitations and linkage functions. Linkage functions
are used to determine the distance between sets of observations.
A data object is linked to a cluster based on this linkage function.
Cluster density defines what qualifies as high-density areas. Many
of these parameters refer to a cut-off or stoping values, these are
parameters that will stop the algorithm once it satisfies a set of
conditions or criteria.

2.3 Clustering Molecular Dynamic Simulations
Clustering analysis requires a similarity metric for the comparison
of molecular structures. A clustering algorithm is then used to
group structures according to their similarity values. The root-
mean-square deviation (RMSD) is used as the similarity metric for
clustering based on molecular conformation [1, 15, 20, 21]. In some
cases both molecular orientation and conformation [1] are used as
the similarity metric, however, this has only been implemented for
protein absorption where orientation is an important factor.
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3 CLUSTER ANALYSIS VALIDATION
Large data sets are time-consuming to analyse and clustering anal-
ysis provides an approach to make sense of the data. Clustering
analysis of MD simulation data allows us to understand how a mol-
ecule may move between multiple different conformations without
having to visually analyse the entire data set. Many validation tech-
niques use graphical summaries [19, 21] to interpret the results
and validity of the clustering analysis. Dendrograms illustrate a
tree-like structure of the data over time. They depict how the clus-
ters are formed through merging similar clusters in hierarchical
clustering. This allows the viewer to understand the formation of
structures and to choose a point in the algorithm they deem to have
the correct clustered the data. The 2D RMSD plot is often used to
illustrate how many unique conformations the MD has sampled
and hence the initial number of clusters. The plot maps the RMSD
of structures in all the trajectory frames to each other. However, as
the dimensions of the data increase, it becomes increasingly harder
to produce and interpret graphical summaries [11, 12]. Non-visual
metrics such as numerical indicators and ranking measurements
can help determine the validity of an algorithmwithout the need for
graphical comparisons [12]. These are typically referred to as Clus-
ter Validity Indices. A few notable CVI’s include the Davies-Bouldin
index, Calinski-Harabasz index, Dunn index, S-Dbw index and Sil-
houette index. These indices along with others will be outlined and
discussed later in the paper.

There are three types of validation; internal, external and relative
validation. External validation is primarily used to compare two
sets of clustered data. Comparing a correctly clustered set of data
with a data set clustered by an alternative algorithm.

Relative cluster validity compares the behaviour of a clustering
algorithmwith varying parameter input. In order to find the optimal
input parameters and hence optimal partitions of the data. Monte
Carlo Simulations have also shown promising results with relative
valuation to determine the "stopping" or "cut-off" value for the
number of clusters [6]. It is important to note that relative validation
should only be used for comparing the same algorithm.

Finally, internal validation validates only the data available in
the data set and clusters. Many of the internal validation indices
focus on compactness and separation. Compactness is the internal
metric for variation within a cluster. Separation is how well dissim-
ilar clusters are separated. Various measurements and methods are
used to determine compactness and separation. There is usually
a tradeoff between the two measurements as some CVI’s will pri-
oritise compactness over separation and visa-versa. As there are
multiple different methods for determining the compactness of a
cluster as well as the separation between clusters this gives rise to
a large number of internal validation indices available [3]. Cluster
compactness can be determined by the sum of distances between a
centroid, cluster diameter and variance within a cluster to name
a few. Cluster separation is often calculated by the distance be-
tween centroids, closest points between clusters or the inter-cluster
variance. The indices should be carefully selected based on data
set and the type of clusters formations desired. Overall the S-Dbw
index [12] is one of the most widely implemented internal valuation
indices and includes both intra-cluster density (compactness) and

inter-cluster variance (separation). The S-Dbw index combines both
intra-cluster density and inter-cluster variance to get a numerical
value which we aim to minimise. The specifications of the S-Dbw
index will be outlined later in the paper.

The main issue with clustering validations is the wide variety of
different metrics available and how to select a metric suitable for
the dataset. This is due to the fact that a validation metric cannot
measure all aspects of an implementation "correctness [15]." The
correctness of a clustering algorithm is defined by how well it can
generate clusters that are similar to the natural partitions of the
data. This would include clusters with high intra-class similarity
and low inter-class similarity. The CVI’s provide different measure-
ments of the validity of the clusters in terms of intra-cluster den-
sity, inter-cluster variance and in some cases error measurements
against correct clusters. Intra-cluster density measurements try to
determine how well a cluster is structured. Should a data object be
included in the cluster or will it increase the intra-cluster variation?
We only include data objects that try to minimise this intra-cluster
variation. Inter-cluster variation determines the separation between
distinct clusters. This measurement is used to determine whether
clusters should be combined if similar. How similar a neighbouring
cluster is to another. Where correctly clustered data is available for
comparison we can use error measurements to asses the similarity
of two clusterings.

4 VALIDATION TECHNIQUES FOR
CLUSTERING MOLECULAR DYNAMIC
SIMULATIONS

Table 1 indicates some of the most widely used internal validation
indices (CVI’s). The selection of these 15 CVI’s was based on nu-
merous papers where these indices performed well against others
while also providing a range of different measurements of cluster
compactness and separation. Formal mathematical definitions and
implementations can be found in the attached reference papers.
Arbelaitz et al [3] provide an extensive comparison between 30 dif-
ferent validation indices. They developed criteria to compare these
indices against one another. As mentioned previously, choosing a
CVI is an important aspect of clustering analysis with a specific
data set and these indices should be trialled with the data as there
are no clear advantages of a specific index. The Silhouette index,
S-Dbw index and score function performed well in the majority of
tests [15].

Asmentioned previously twomeasuresmake up a cluster validity
index. Firstly, cluster cohesion or compactness is a measure of
how well a cluster is formed. This looks at all the objects within
a cluster to see how similar they are. This is also referred to as
intra-cluster similarity and we aim to maximise the intra-cluster
similarity. Secondly, cluster separation or inter-cluster similarity is
how similar clusters are to others. Ideally, wewant distant dissimilar
clusters with a low inter-cluster measure over the whole data set.
These two measurements are either summed or there is a ratio
implemented between the two. A ratio is used when the CVI favours
one measure over the other. Once the two measures have been
combined, we aim to either maximise or minimise the CVI.
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C-index computes the sum of distances T over all pairs of objects
from the same cluster. The C-index is calculated by taking the T
minus Tmin over Tmax minus Tmin. Tmax is defined as the largest
distance between all pairs while Tmin is defined as the smallest
distance between all pairs. A good C-index is represented by a low
value.

Calinski-Harabasz index is a ratio type index. A good index
is represented by high values. The compactness of a cluster is
determined by the sum of distances between all objects in the cluster
to the local centroid while the cluster separation is calculated by
the distances between the local centroids and a globally specified
centroid.

COP index another ratio type index that has low values for good
cluster formations. The cluster compactness is measured by the
distance from all objects to the centroid while the separation makes
use of furthest neighbour distance. This is the distance from the
two furthest objects between two clusters.

CS index is a ratio-type index that has low values for good clus-
ter formations. Cluster compactness is estimated by the cluster
diameters while separation is estimated by the nearest neighbour
distance. This is the distance from the two closest points between
two clusters.

Davies-Bouldin index is summation based index where low val-
ues represent a good cluster. The cluster compactness is calculated
as the distance from all the points in a cluster to the centroid. The
cluster separation is then determined by the distance between all
centroids from the clusters.

The Dunn index is used to determine the quality of a specific clus-
ter. The cluster seperation is determined by the nearest neighbour
distance between two clusters. The compactness is then calculated
by the maximum cluster diameter. The two are combined using a
type of ratio and a good Dunn index is represented by high values.

TheGamma index is an adaption of the of Goodman andKruskal’s
Gamma statistic. It use the amount of times objects not in the same
cluster have larger separation than those that are in the same cluster.
The full implementation is outlined in [4].

The SV-index and OS index are two recently proposed indices
[22]. SV-index makes us of nearest neighbour distance for separa-
tion and the distance from all border points to a centroid for cluster
compactness. The OS index has a complex calculation and is out-
lined in [22]. Both these indices are ratio based and good clusters
are represented by high values.

The Pseudo F-statistic and SSR/SST Ratio are both regression-
based validation methods. SSR/SST Ratio is also known as the coef-
ficient of determination. The measures the variance explained by
the data. A low value illustrates that clustering is likely poor. While
the Pseudo F-Statistic is a ratio based index that makes use of the
intra-cluster variance or cluster compactness over the total variance
of all objects. High Pseudo F-statistic and SSR/SST represent good
clustering.

S-Dbw index is a ratio type index with a low value for good
cluster implementation. Cluster compactness is estimated by the

average scattering within a cluster while separation is determined
by the average number of points between clusters. The calculation
is outlined in [12].

The score function is a summation type index where a high
value represents good clustering. The score function calculates the
compactness of the cluster as all objects within a cluster to the local
centroid while separation is calculated as the distance from the
local centroids to the globally defined centroid.

Silhouette index is summation type index with a high value for
good cluster implementation. The cluster compactness is deter-
mined by the sum of the distances between all the points in the
same cluster. The separation is estimated on the nearest neighbour
distance, this is the distance between the two closest points of
different clusters.

Shao et al. [20] use several validation metrics such as the pseudo-
F statistic, Davies-Bouldin index (DBI) [9], SSR/SST ratio and the
"critical distance" in the clustering of MD simulations. Each met-
ric is used for different cluster characteristics. The DBI is used to
determine the compactness and separation of all the clusters. The
pseudo-F statistic uses the ratio of inter and intra-cluster variance
again to determined the overall compactness and separation of the
clusters. SSR/SST checks whether adding a cluster will add new
information. High SSR/SST values are seen as better and one could
compare a range of different cluster counts to determine the ideal
cluster count. The critical distance index is used to determine the
ideal cluster count. It is shown that low DBI values and high pseudo-
F values indicate good partition while the SSR/SST ratio and the
"critical distance" are used to determine ideal cluster counts. The
validation indices behaved as expected, with high pseudo-F statis-
tic and low DBI values for cluster formation. Including a constant
SSR/SST ratio when the ideal cluster count is reached. Together
these metrics provided a compressive validation of the algorithms
implemented, however, none individually could be used as a metric.

Abramyan et al. [1] use three internal cluster validation tech-
niques; Calinski Harabasz (CH), Devies-Bouldin (DB), and Silhou-
ette (S) indices when clustering of MD simulations. These simula-
tions focus on clustering protein adsorption MD simulation data.
The CH index asses a ratio of inter and intra-cluster variation. The
DB index makes use of a similar internal cluster metric, however,
the distance between clusters is used for separation measurement.
While high values of the silhouette index are achieved by proximity
within a cluster, each cluster contributes to the overall value for
the index. All of the three indices were implemented and evaluated
to determine the effectiveness of the algorithms.

Melvin et al. [17] implement a wide variety of different algo-
rithms and make use of the Silhouette index as their basis of com-
parison. The Silhouette provides a way to determine how similar
an object is to its cluster, the compactness compared to other clus-
ters and the separation. The primary use of Silhouette index is for
determining the cut-off value for the number of clusters, however,
Melvin et al. use to compare different algorithms. Additional met-
rics are available however were not implemented in the literature.
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The main reason for such a variety in clustering validation in-
dices is that no single measure can capture all different aspects of
the clustering problem [5, 10]. This being the correct number of
clusters and the correct natural partitions in the dataset. Ideally,
multiple Cluster Validity Indices (CVI’s) results should be inter-
preted when validating results. Several CVI values that indicate
good clustering results provide more significance to the results,
therefore the use of multiple CVI’s is recommended. S-Dbw index,
Silhouette index and Davies-Bouldin index are the most widely
used CVI’s in the literature and provide consistent results with a
variety of different datasets. We expect them to have similar results
when validating MD simulation clusterings.

There is limited research into the use of CVI’s in their applica-
tion of clustering MD simulations, specifically clustering Carbohy-
drate molecules. Most literature available focuses on implementing
several algorithms and do not focus on CVI compassions or im-
plementations. The use of a single CVI is common amongst MD
simulation clustering however it is shown that, no single CVI can be
recommended. CVI’s are often overlooked in the clustering analysis
process. Many packages make use of regularly available CVI’s and
do no investigate the use of other CVI’s. As some algorithms aim
to optimise the CVI it would be irrational to not carefully select a
CVI for the given data set.

5 DISCUSSION
Correctly clustered MD data is rarely available to do baseline com-
parative tests against different clustering algorithms (external anal-
ysis). We are therefore unable to make use of external validation
methods to determine the effectiveness of a clustering algorithm. It
is evident that much of the literature focuses on the implementation
of internal metrics that focus on the data available from the cluster
formations. Since we usually only have access to the MD simulation
data set, internal validation methods would be the primary source
of validations.

Due to the flexibility of carbohydrate molecules, validations
indices that can detect both compactness and separation would be
most suitable. Allowing clusters of similar confirmations to be of
any size while also having distinct dissimilar clusters. A validation
index must also be able to integrate with an objective function of
an algorithm should it require one. Many of these indices may be
adapted to validation clustered MD simulation data.

The literature provides a good guideline to determine possible
CVI’s that will be effective in MD clustering. They also outline
the implementations and calculations of the most promising CVI’s.
One of the main limitations of these CVI’s is their lack of use in
MD simulation clustering. No single or group of cluster validation
indices has not been identified to provide comprehensive validation
of an algorithm.

6 CONCLUSIONS
Choosing a CVI is an important aspect of cluster analysis and
careful consideration should be done when selecting a CVI. This
should be based on the data set, the algorithm implemented and
characteristics of the clusters desired.

We aim to implement a range of different clustering algorithms
for Molecular Dynamic simulations of Carbohydrate molecules.
The evidence is not clear on which validation indices would per-
form best. Therefore, a possible direction for this research should
include the implementation of multiple different CVI’s, allowing us
to determine the most promising CVI’s for this specific clustering
analysis. By finding CVI’s that perform well we can then compare
a range of different clustering algorithms.

There are two areas within the topic that need further research.
Firstly, what type of clustering characteristics are best suited for
Carbohydrate molecules. This will determine whether the cluster-
ing indices implemented should look for a larger number of clusters
with minimal internal variance or a smaller number of clusters with
greater internal variance. How dissimilar should cluster formations
in Carbohydrate molecules be? Secondly, how can current imple-
mentations of MD clustering be adapted in order to include these
validation measures?

Finally, we aim to provide motivation for the use of these valida-
tion indices in Carbohydrate Molecular Dynamic Simulations.
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Table 1: Validation Indices

Validation Index Cluster Cohesion
(Compactness)

Cluster Separation Ratio or Sum-
mation

Good Parti-
tion Indicator

Comments

C-index Normalised metric n/a Summation Low
Calinski-Harabasz
index

Distance from the
points in a cluster
to the clusters cen-
troid.

Distance from the
cluster centroid to
global centroid.

Ratio High

COP index Distance from the
points in a cluster
to its centroid

Furthest neighbour
distance

Ratio Low

CS index Cluster diameters Nearest neighbour
distance

Ratio Low

Davies-Bouldin in-
dex

Distance from the
points in a cluster
to the clusters cen-
troid

Distance between
cluster centroids

Summation Low

Dunn index Maximum cluster
diameter

Nearest neighbour
distance

Ratio High Many different variations and im-
plementation.

Gamma index n/a n/a Summation Low Adaption of Goodman and
Kruskal’s Gamma index. Deals with
the strength of association between
two variables.

OS index Distance from the
border points in a
cluster to its cen-
troid

A more complex
mathematical
definition is defined

Ratio High SV-index with a more complex
seperation function.

Pseudo F-Statistic Intra-cluster
variance

Inter-cluster vari-
ance

Ratio High The pseudo-F statistic is a ratio of
the between-cluster variation to the
within-cluster variation.

S-Dbw index Average scattering
within a cluster

Average number of
points between the
clusters

Ratio Low Specific formal definitions for clus-
ter compactness and separation.

Score function Distance from the
points in a cluster
to its centroid
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