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ABSTRACT
Recent state-of-the-art results in language modelling have been
achieved using large models trained on billions of words. South
African languages typically have a limited amount of data available.
We aim to determine whether the same techniques that have led
to improvements in English also improve performance in other
languages by comparing the performance of different model ar-
chitectures and training strategies on South African languages. In
this review we describe different language models ranging from
traditional models to the most recent. We include an overview of
language modelling concepts as well as approaches to modelling
low-resource languages.
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1 INTRODUCTION
Language modelling has valuable applications such as machine
translation, voice recognition, information retrieval, spelling cor-
rection and question answering [12, 20, 37, 49, 68]. However, mod-
ern language models typically require large amounts of data to
train. Low-resource languages therefore may see reduced bene-
fit from recent advances in language modelling. Many of South
Africa’s widely spoken languages have limited data available for
language modelling; making research into low-resource language
modelling relevant to the country. We focus on three types of lan-
guage models: n-grams, Long Short-Term Memory (LSTM) models
and transformer models.

N-grams are a traditional class of languagemodels which achieve
good performance in a variety of contexts despite their relative sim-
plicity. N-grams serve as a useful baseline against which to compare
more complex models.

LSTM language models have pushed state-of-the-art perfor-
mance in language modelling over the past decade. They are com-
plex neural networks with high computational requirements for
training.

Transformer models have recently emerged as an alternative
to LSTMs which allow faster training times due to increased paral-
lelisation of computation. Models such as GPT-2 have also produced
state-of-the-art results [57].

We aim to evaluate these three types of models on South African
languages to determine whether recent advancements improve
performance in a low-resource setting.

2 LANGUAGE MODELLING THEORY
A language model assigns a probability to a sequence of words.
Given the start of a sentence, the model tries to predict the next
word, assigning a probability to each of the words that could po-
tentially follow [17].

2.1 Language Model Definition
Formally, given a sequence of 𝑛 words,𝑊 𝑛

1 = 𝑤1, ...,𝑤𝑛 a language
model𝑚 assigns a probability 𝑃 (𝑊 𝑛

1 ) to the sequence. Typically,
this is achieved using the chain rule of probability as follows:

𝑃 (𝑊 𝑛
1 ) = 𝑃 (𝑤1)𝑃 (𝑤2 |𝑤1)𝑃 (𝑤3 |𝑤1,𝑤2)...𝑃 (𝑤𝑛 |𝑤1,𝑤2, ...,𝑤𝑛−1)

=

𝑛∏
𝑘=1

𝑃 (𝑤𝑘 |𝑊 𝑘−1
1 ) (1)

Here the model is assigning a probability to each word given the
previous words in the sentence. The probability of the sequence is
given by the product of the probabilities of each word.

2.2 Model Evaluation
The quality of a languagemodel can be evaluated either extrinsically
or intrinsically. Extrinsic evaluation measures a model’s usefulness
in some downstream task such as speech recognition or machine
translation whereas intrinsic evaluation uses statistical measures
to assess a the model’s quality. For the purposes of our research,
we will assess language models in isolation. Thus only intrinsic
evaluation measures will be considered. The intrinsic measure most
commonly used to evaluate language models is perplexity. Below,
we give brief explanations of the concepts of entropy, cross-entropy
and their relation to perplexity.

2.2.1 Entropy. In the field of information theory, entropy is a
basic measure of information. The entropy, 𝐻 , of a random variable
𝑋 with sample space 𝑆 and a probability distribution function 𝑝 is
given by the equation:

𝐻 (𝑋 ) = −
∑
𝑥 ∈𝑆

𝑝 (𝑥) log2 𝑝 (𝑥) (2)

The entropy describes the average amount of information produced
per event observed. Since the log in the above equation is in base 2,
the amount of information is measured in bits. The equation there-
fore describes the average number of bits of information produced
per observation of 𝑋 [17, 61].

2.2.2 Cross-Entropy. To determine the entropy of a language,
we would need to know it’s true probability distribution which
in practice is not known. We only have a language model which
approximates the distribution. In this scenario, the cross-entropy
of the model is used. The cross-entropy of one probability distribu-
tion on another is a measure of the level of divergence of the two



distributions [23, 36]. Given a sample of text, the cross-entropy of
a model is estimated as follows:

𝐻 (𝑊 𝑛
1 ) = − 1

𝑛
log 𝑃 (𝑊 𝑛

1 ) (3)

[17]
The more accurately the model approximates the true distri-

bution of the language, the lower the cross-entropy. It is for this
reason that perplexity, the most commonly used model evaluation
metric, is derived from cross-entropy [17].

2.2.3 Perplexity. When comparing two language models, to
determine which model is of a higher quality we compare the
perplexity of each model on a sequence of words. Perplexity is
defined as follows:

Perplexity(𝑊 𝑛
1 ) = 2𝐻 (𝑊 𝑛

1 ) (4)

The better model will have a lower perplexity [17].
Perplexity can also be interpreted as theweighted average branch-

ing factor, describing the average number of possible words which
can follow any given word, weighted by the probability the model
assigns each next word [17].

3 N-GRAM LANGUAGE MODELS
Historically, one of the most prominent types of language model
has been the n-gram. To assign a probability 𝑃 (𝑤𝑛 |𝑤1,𝑤2, ...,𝑤𝑛−1)
that the word𝑤𝑛 is the next word in the sequence𝑤1,𝑤2, ...,𝑤𝑛−1,
n-grams simplify the task using the Markov assumption [40] that
this probability can be approximated by a maximum likelihood
estimation using only the 𝑁 − 1 previous words as follows:

𝑃 (𝑤𝑛 |𝑤𝑛−1𝑛−𝑁+1) =
𝐶 (𝑤𝑛−1

𝑛−𝑁+1𝑤𝑛)
𝐶 (𝑤𝑛−1

𝑛−𝑁+1)
(5)

where C is the count of the occurrences of a sequence of words in the
training corpus [17, 61]. For example, a trigram (𝑁 = 3) language
model assigns the probability 𝑃 (𝑤𝑛 |𝑤𝑛−1,𝑤𝑛−2) by counting the
frequency with which these three words appear consecutively in a
training corpus. Consider the word sequence "the cat sat on the". To
assign a probability that the next word is "mat" the model counts
the frequency of the trigram "on the mat" in the training corpus
relative to the frequency of all trigrams starting with "on the". In
this example, "the cat sat on the" is termed the context and "mat"
is termed the target.

3.1 Zero-Probability N-Grams
Some n-grams may never occur in the training set due to practical
limitations on its size. This means that the model will assign some
n-grams a probability of zero. If such an n-gram appears in the test
set, the entire test set will be given a probability of zero. This is
an issue since the perplexity is then undefined due to its inverse
relation to the probability. Below we discuss techniques called
backoff, interpolation and smoothing which address this issue. In
the context of low resource languages, it is expected that small
training sets will result in many zero-probability n-grams. It is
therefore important that these techniques are explored.

3.2 Backoff and Interpolation
Consider the trigram model evaluating the probability of the word
"mat" in the earlier example. Suppose that the trigram "sat on the
mat" does not occur in the training data. We will need to make use
of lower order n-grams to estimate this probability.

3.2.1 Backoff. Continuing with this example, its probability can
be estimated using a bigram model since this may not have a zero
count. Should the bigram also have a zero-count, one could then
look to the monogram to estimate this probability. This strategy
is called backoff. The probabilities of higher order n-grams are
estimated by "backing off" to lower order n-grams. Additionally,
when backing off, probability mass must be redistributed from
higher order n-grams to lower order n-grams. This algorithm is
known as Katz backoff [33]. Another algorithm known as Good-
Turing backoff combines Katz backoff with a smoothing algorithm
called Good-Turing smoothing [13].

3.2.2 Interpolation. One way to utilise multiple-order n-gram
models simultaneously is to perform a fixed linear interpolation
of their results. In the example above, the probability of the target
"mat" could be calculated using:

𝑃 ("mat"|"the cat sat on the") =𝜆3𝑃 ("mat"|"on the")
+ 𝜆2𝑃 ("mat"|"the")
+ 𝜆1𝑃 ("mat")

(6)

where
∑
𝑖 𝜆𝑖 = 1 so that equation 6 gives a well formed probability

distribution. The 𝜆 parameters can be conditioned on the context,
for a more sophisticated interpolation [17].

3.3 Smoothing
Smoothing is used to shift probability mass from n-grams with
high probabilities to those with lower probabilities. This prevents
zero-probability n-grams and in practice typically improves the
performance of the model.

3.3.1 Laplace Smoothing. Adding one to every frequency count
such that equation 5 becomes:

𝑃 (𝑤𝑛 |𝑤𝑛−1𝑛−𝑁+1) =
𝐶 (𝑤𝑛−1

𝑛−𝑁+1𝑤𝑛) + 1

𝐶 (𝑤𝑛−1
𝑛−𝑁+1) +𝑉

(7)

prevents zero-probability n-grams since the numerator cannot be
zero. This is known as laplace or add-one smoothing [30]. In this
equation, 𝑉 is the vocabulary size.

3.3.2 Add-k Smoothing. Similarly, adding 𝑘 to each frequency
count can be used to adjust the level of smoothing.

𝑃 (𝑤𝑛 |𝑤𝑛−1𝑛−𝑁+1) =
𝐶 (𝑤𝑛−1

𝑛−𝑁+1𝑤𝑛) + 𝑘
𝐶 (𝑤𝑛−1

𝑛−𝑁+1) + 𝑘𝑉
(8)

Increasing 𝑘 increases the level of smoothing, shifting more prob-
ability mass away from higher probability n-grams and towards
lower probability n-grams [31].

3.3.3 Kneser-Ney Smoothing. A more sophisticated smoothing
algorithm called Kneser-Ney smoothing [34] was modified to the
current most commonly used and typically best performing smooth-
ing algorithm: modified Kneser-Ney smoothing [13].



4 SUB-WORD TOKENIZATION
So far we have considered language modelling at the word level;
with words being the smallest unit each language model has taken
as input and provided as output. However, there are many ways
in which text can be divided, such as into whole phrases, words,
small groups of characters or individual characters. In more general
terms, we call these atomic units tokens. In many cases it is benefi-
cial to break words into sub-word tokens and model the sequence
of these tokens instead of whole words. This process is particularly
well suited to languages in which words are commonly formed
by agglutination or compounding [60]. This makes sub-word tok-
enization particularly relevant to our research, since South African
languages typically make heavy use of agglutination.

4.1 Character-Level Modelling
One of the most straightforward approaches to breaking words
down into smaller tokens is to break them down into individual
letters and have the language model predict text character by char-
acter. This is difficult for many reasons. For example, the language
model will now need to learn to recognise and generate words.
Another reason being that the number of tokens is high, increasing
the amount of computation required to train and evaluate models
and requiring the models to learn very long-range dependencies
[4].

4.2 WordPiece
First developed for the task of segmenting text in Asian languages,
one approach is termed the WordPiece model [59]. Initially, one
token is used to represent each character. A language model is then
trained using this tokenization and it’s performance is measured.
Two tokens are then combined; the combination that gives the great-
est improvement in measured performance is selected. This step
is done by retraining and evaluating the language model for each
potential combination. This process is repeated until either a de-
sired vocabulary size is reached or until the improvement in model
performance after each combination event is small. The algorithm
is 𝑂 (𝑛2) with respect to the vocabulary size at each iteration, with
𝑛2 language models being trained. Various optimisations can be
applied such as only evaluating token combinations which appear
in the training data.

It is worth noting that the language models used in the original
implementation of this algorithm were n-grams. This algorithm
may be impractically slow if complex models such as large neural
language models are used as they are computationally expensive
to train. However, this does not preclude the use of WordPiece
tokenization as a pre-processing step before training complex lan-
guage models. A simple, computationally cheap language model
could be used to train the WordPiece model whilst a complex model
is trained with the resulting tokenization and used for the main
language modelling task.

WordPiece subword tokenization has been used in Google’s neu-
ral machine translation system [68].

4.3 Byte Pair Encoding
A data compression algorithm called Byte Pair Encoding (BPE)
finds the pairs of adjacent bytes which occur most frequently and

replaces these pairs with a single byte that is not used elsewhere
in the data [21]. This process is repeated to compress the data.
This algorithm has been successfully adapted for use in language
modelling. Starting with one token being used to represent each
character, the most frequently occurring pairs of tokens are merged
to form a new token. This process is repeated for either a predefined
number of iterations, or until a desired vocabulary size is reached
[60].

BPE has been widely adopted in language modelling and has
been used with many influential models such as the transformer
[67], ConvS2S [22], GPT [56] and GPT-2 [57].

4.4 Probabilistic Sub-Word Sampling
For any given word, there are many possible sub-word encodings.
The WordPiece and Byte Pair Encoding strategies determine a sin-
gle (ideally, the most useful) sub-word encoding for each word in
the vocabulary. However, in some cases it may be beneficial to
have multiple encodings for each word. One strategy for this is
to probabilistically sample sub-word encodings [35]. Each time a
word is encoded, it’s sub-word encoding is randomly sampled from
a distribution where encodings deemed to be more useful are given
higher probability. In the case of neural language models, word
encodings can be re-sampled on each training epoch, adding noise
to the training data and achieving a regularizing effect. This novel
form of regularization may prove useful in modeling South African
languages with limited training data.

5 NEURAL LANGUAGE MODELS
Artificial neural networks can be used in language modelling. There
are many different neural model architectures with different prop-
erties.

5.1 One-Hot Encoding
To input words into a neural network, they must first be converted
to vector representations. The most straightforward approach to
this is one-hot encoding. All words in the vocabulary 𝑉 are given
an index from 0 to |𝑉 | − 1. To encode a word with index 𝑖 , a vector
𝑥 of length |𝑉 | is constructed containing all zeros except 𝑥𝑖 , which
has the value 1.

5.2 Embeddings
When making a next-word prediction, the context is provided as
input to the neural network in the form of continuous vector em-
beddings of the preceding words. More formally, an embedding
matrix is applied to transform each one-hot-encoded word to a
continuous vector representation.

One of the key advantages of neural language models over n-
grams is that modeling on embeddings instead of exact words
allows neuralmodels generalise better [8].Word-vector embeddings
are created such that words with similar meanings have similar
embeddings. Sentences which have never been seen before can be
assigned a high probability by the model if they are constructed
fromwords with similar embeddings to those of words in a sentence
that existed in the training corpus.



5.3 Feed-Forward Neural Networks
One of the simplest architectures for neural language models is
the feed-forward neural network [8]. This architecture makes the
same Markov assumption as the n-gram model in that only a
limited window of the previous 𝑛 words are used by the model.
One of the original proposed neural language models predicts
𝑃 (𝑤𝑡 |𝑤𝑡−1, ...,𝑤𝑡−𝑛+1) using:

𝑥 = (𝑊𝑒𝑢𝑡−1,𝑊𝑒𝑢𝑡−2, ...,𝑊𝑒𝑢𝑡−𝑛+1) (9)

𝑦 = softmax(𝑏 +𝑊 (1)
𝑜 𝑥 +𝑊 (2)

𝑜 tanh(𝑑 +𝑊ℎ𝑥)) (10)

𝑏,𝑦,𝑢𝑡−𝑛+1, ..., 𝑢𝑡−1 ∈ R𝑉

𝑥 ∈ R𝑚𝑛

𝑑 ∈ Rℎ

𝑊𝑒 ∈ R𝑚×𝑉

𝑊ℎ ∈ Rℎ×𝑚𝑛

𝑊
(1)
𝑜 ∈ R𝑉×𝑚𝑛

𝑊
(2)
𝑜 ∈ R𝑉×ℎ

[8] Here 𝑢𝑖 is the one-hot encoding of word𝑤𝑖 , V is the vocabulary
size,𝑊𝑒 ,𝑊ℎ ,𝑊

(1)
𝑜 ,𝑊 (2)

𝑜 , 𝑏 and 𝑑 are trainable parameters and 𝑦 is
the predicted next word probability distribution over the vocabulary.
The hidden layer size ℎ is an adjustable hyperparameter. Of note is
how𝑊𝑒 is re-used to create an𝑚 dimensional vector representation
of each word.𝑊𝑒 is a word embedding matrix where column 𝑗 is a
vector representation of the word with index 𝑗 in the vocabulary.

5.4 Pre-Trained Word Embeddings
Word embeddings do not necessarily need to be trained as part of the
main language model; they can alternatively be learned separately
in an unsupervised manner independently of a language modelling
task. Typically, a simple model with an objective function related
to a neural language model is trained. This model itself may not
perform a useful task, but part of the trained model is extracted and
used as pretrained word embeddings for a downstream language
modelling task. Examples of such pre-trained embeddings include
embeddings trained with continuous bag-of-words models [44],
skip-gram models [46], GloVe [53] and FastText [10].

6 RECURRENT NEURAL LANGUAGE
MODELS

Recurrent Neural Networks (RNNs) are neural network models
designed to process variable length input sequences 𝑥1, ..., 𝑥𝑇 [19].
The sequence is processed iteratively; the hidden stateℎ𝑡 and output
𝑦𝑡 at timestep 𝑡 are calculated using:

ℎ𝑡 = 𝑓 (𝑈𝑥𝑡 +𝑊ℎ𝑡−1 + 𝑏) (11)
𝑦𝑡 = 𝑔(𝑉ℎ𝑡 + 𝑐) (12)

[24] Here, 𝑓 and 𝑔 are activation functions and weight matrices𝑈 ,
𝑉 and𝑊 as well as bias vectors 𝑏 and 𝑐 are trainable parameters.
In the context of language models, 𝑦 is typically a predicted next
word probability distribution over the vocabulary.

6.1 Simple RNN Language Model
A simple RNN languagemodel can be constructed by letting𝑥1, ..., 𝑥𝑇
be the context word vectors, 𝑓 be a sigmoid activation function,𝑔 be
a softmax activation function and length of the output vector 𝑦 be
the vocabulary size [45]. The model can then be given a sequence
of words and predict a probability distribution for the next word at
each timestep.

6.1.1 Vanishing or Exploding Gradient Problem. During training,
the error signal must be backpropagated across the hidden states
at each timestep. This requires repeated multiplication of the error
signal by the same weight values which are shared across timesteps.
This causes an exponential growth or decrease of the error signal
resulting in highly unstable error signals at the earlier timesteps.
This is known as the exploding or vanishing gradient problem
and poses a challenge when attempting to train RNNs on longer
sequences [9, 52]. The error signal instability at earlier timesteps
reduces an RNN’s ability to learn long-term dependencies.

One method of dealing with this problem is gradient clipping,
where gradients with norms exceeding a given threshold are re-
scaled down to that threshold [52]. Another approach, often used
in conjunction with gradient clipping is using model architectures
designed to reduce the problem such as gated RNNs.

6.2 Gated Recurrent Neural Networks
Gated RNN architectures are designed to mitigate the vanishing
gradient problem and improve the ability of RNNs to learn long-
term dependencies by including various "gates" within the model.
These gates break the chain of multiplication that otherwise occurs
over successive timesteps through recurrent connections, by having
an additive rather than multiplicative relationship between the
contexts of successive timesteps. The successive contexts are related
by an addition operator instead of the multiplicative recurrent
connection weights of the original RNN architecture. This allows
the gradient to propagate across timesteps without exponential
decay, thereby reducing the vanishing or exploding of the gradient
[52].

Long Short-Term Memory (LSTM) models are widely used gated
RNNs [25]. LSTMs use a system of memory cells and gate units to
achieve the gating effect described above. Another gated recurrent
architecture is the Gated Recurrent Unit (GRU) [14]. This has fewer
gates and learned parameters than the LSTM.

6.3 LSTM Language Models
LSTM-based language models show improved performance over
the original RNN language models [63]. The current state of the
art, the Mogrifier LSTM, extends LSTM models by adding a learned
"preprocessing step" for the input and the hidden state at each
timestep [42]. The hidden state is used to gate and modify the input.
Subsequently the modified input is used to gate and modify the
hidden state. This process is repeated for 𝑟 rounds. The final result-
ing input and hidden state are used as input for the LSTM at the
current timestep. This model achieves state-of-the-art performance
on many benchmarks. The authors hypothesise that the lack of
broader context in word representations used with LSTM models



imposes a bottleneck on generalisation ability and that the Mo-
grifier LSTM overcomes this bottleneck by conditioning the word
representations on the hidden state of the LSTM.

6.4 Encoder-Decoder RNNs
The encoder-decoder architecture enables a model to take a variable
length sequence of tokens as input, compute a fixed-length vector
representation (an encoding) of the input and use this to generate
a variable length output sequence. A GRU model with an encoder-
decoder architecture was proposed for machine translation [14].
Building on this, a deep encoder-decoder model with stacked LSTM
layers was proposed as a language model [64]. The increase in
depth was found to improve performance.

6.4.1 Long-Term Dependencies. Despite its improved perfor-
mance, the deep LSTM model has issues with learning long-term
dependencies. For example, in the translation task, when the source
sentence is input in reverse, the performance improves [64]. This is
hypothesised to be due to the closer proximity of the first words of
the source sentence to the first words of the target sentence; thus
the number of recurrent steps through which the information must
propagate is reduced. This idea was later built on by the introduc-
tion of the attention mechanism which aims to reduce the number
of connections through which information must propagate in order
to model long-term dependencies.

6.4.2 Attention . Under the encoder-decoder framework, RNNs
are limited by the amount of information that can be stored in a
fixed length context vector. Information about words further back
in the sentence is often lost. A novel architecture called RNNSearch
extends the encoder-decoder framework by giving the decoder
direct access to the encoder’s hidden states at every timestep of the
encoding process [7]. At each timestep, the decoder takes as input
a weighted sum of the encoder hidden states. The decoder learns
to predict the distribution of these weights and is therefore said to
have learned which input timesteps to "pay attention" to at each
step of the decoding process.

7 CONVOLUTIONAL NEURAL LANGUAGE
MODELS

Widely used in the field of computer vision, is a neural architecture
called a convolutional neural network (CNN) [38]. A convolutional
layer consists of numerous filters; single feed-forward neurons with
only spatially local connections to the input layer which "slide"
over the input layer, computing an output for each position. These
filters can be conceptualised as "feature detectors" which output the
presence or absence of some feature at each position in the input
layer.

Since each filter typically has a small number of weights which
are reused at each position, a convolutional layer generally has
much fewer weights than a fully connected layer of the same size.
Thus in the context of language modelling, a CNN can be used as
an alternative to a feed-forward language model with fixed context
width [18, 22]. Convolutional layers can be used to capture larger
context windows thanwould be possible with fully connected layers.
One advantage of convolutional models over recurrent models is

that the computation of convolutional layers can be parallelised,
yielding faster training times.

8 TRANSFORMER LANGUAGE MODELS
Recurrent neural networks require the hidden states for each timestep
to be sequentially computed. This is a performance bottleneck for
modern hardware capable of highly parallel computing. A model ar-
chitecture called a transformer network eliminates this bottleneck
by relying entirely on attention mechanisms instead of recurrent
connections for propagating information across timesteps [67].

8.1 Model Architecture
The original transformer model is used for translation and has an
encoder-decoder structure [67]. For the task of language modelling,
only the decoder section of the architecture is used [39]. In this
section we describe the decoder-only architecture used by GPT-
2 [57]. The model uses learned embeddings of length 𝑑model to
represent each token.

8.1.1 GPT-2 Architecture. The decoder-only architecture of GPT-
2 consists of 𝑁 stacked identical layers. Each layer both takes as
input and produces as output a vector of length 𝑑model for each
timestep. On a high level, the GPT-2 architecture is as follows:

𝐻 (0) = 𝑈𝑊𝑒 + 𝑆𝑊𝑝 (13)

𝐻 (𝑖) = transformer_block(𝐻 (𝑖−1) )∀𝑖 ∈ [1, 𝑁 ] (14)

𝑃 (𝑢) = softmax(𝐻 (𝑁 )𝑊𝑇
𝑒 ) (15)

[56] where

𝑈 , 𝑃 (𝑢) ∈ R𝑑𝑡×𝑉

𝑆 ∈ R𝑑𝑡×𝐿

𝑊𝑒 ∈ R𝑉×𝑑model

𝑊𝑝 ∈ R𝐿×𝑑model

𝐻 (0) ...𝐻 (𝑁 ) ∈ R𝑑𝑡×𝑑model

Here 𝑑𝑡 is the length of the current input, 𝐿 is the maximum input
length, 𝑉 is the vocabulary size,𝑈 is the input text representation
where row 𝑖 is the one-hot encoding for the word at position 𝑖 in
the text, 𝑆 is a position matrix where row 𝑖 is the one-hot encoding
for the position of word 𝑖 (𝑆 can be conceptualised as the identity
matrix truncated to 𝑑𝑡 rows),𝑊𝑒 is the word embedding matrix and
𝑊𝑝 is the position embedding matrix, 𝐻 (𝑖) is the output of hidden
layer 𝑖 and 𝑃 (𝑢) is the predicted next word probability distribution
over the vocabulary.𝑊𝑒 and𝑊𝑝 are trainable weight matrices. Each
row 𝑡 of 𝐻 (𝑖) contains the output of hidden layer 𝑖 at timestep 𝑡 .

The transformer_block of each layer has the following structure:

𝐴(0) = per_timestep_layer_norm(𝐻 ) (16)

𝐴(1) = MultiHead(𝐴(0) , 𝐴(0) , 𝐴(0) ) + 𝐻 (17)

𝐴(2) = per_timestep_layer_norm(𝐴(1) ) (18)

transformer_block(𝐻 ) = feed_forward(𝐴(2) ) +𝐴(2) (19)



[11] where the per_timestep_layer_norm function applies Lay-
erNorm [6] independently to each row (corresponding to each
timestep) of it’s input matrix:
per_timestep_layer_norm(𝑋 ) = Concat(norm1, ..., norm𝑑𝑡 )

where norm𝑖 = layer_norm(𝑋𝑖∗)
(20)

and LayerNorm is applied to a row using:

layer_norm(𝑥) = 𝑎 ⊙
(
𝑥 −mean(𝑥)√
var(𝑥) + 𝜖

)
+ 𝑏 (21)

[11] Here 𝑎, 𝑏 ∈ R𝑑𝑚 are trainable weights which are not shared
with subsequent applications of layer_norm.

Finally, the feed_forward network is applied with:

feed_forward(𝑋 ) = GELU(𝑋𝑊 (1)
ff + 𝑏 (1) )𝑊 (2)

ff + 𝑏 (2) (22)

𝑋 ∈ R𝑑𝑡×𝑑model (23)

𝑊
(1)
ff ∈ R𝑑model×𝑑ff (24)

𝑊
(2)
ff ∈ R𝑑ff×𝑑model (25)

𝑏 (1) ∈ R𝑑ff (26)

𝑏 (2) ∈ R𝑑model (27)

Here𝑊 (1)
ff ,𝑊 (2)

ff , 𝑏 (1) and 𝑏 (2) are trainable weights. These are not
shared with subsequent applications of feed_forward.

8.1.2 Attention Mechanism. The model uses an attention mech-
anism similar to that mentioned in section 6.4.2. However, instead
of a single attention being computed, a multi-headed approach is
taken. There are ℎ attention "heads" each of which independently
learns and computes it’s own scaled dot-product attention function:

MultiHead(𝑄,𝐾,𝑉 ) = Concat(head1, ..., headℎ)𝑊𝑂

where head𝑖 = Attention(𝑄𝑊𝑄

𝑖
, 𝐾𝑊𝐾

𝑖 ,𝑉𝑊
𝑉
𝑖 )

(28)

𝑊
𝑄

𝑖
∈ R𝑑model×𝑑𝑘

𝑊𝐾
𝑖 ∈ R𝑑model×𝑑𝑘

𝑊𝑉
𝑖 ∈ R𝑑model×𝑑𝑣

𝑊𝑂 ∈ Rℎ𝑑𝑣×𝑑model

The input keys, queries and values are all of dimension 𝑑model
(𝑄,𝐾,𝑉 ∈ R𝑑𝑡×𝑑model ). Each headℎ𝑖 has its own set of trainedweight
matrices𝑊𝑄

𝑖
,𝑊𝐾

𝑖
and𝑊𝑉

𝑖
which transform the keys queries and

values to dimensions 𝑑𝑘 , 𝑑𝑘 and 𝑑𝑣 respectively before passing
them to the attention function in equation 30. Finally, the outputs
of the heads are concatenated and transformed with𝑊𝑂 to yield
an output of dimension 𝑑model, the same dimension as the input to
the multi-head attention layer.

The scaled dot product attention computation is performed
within each head as follows:

Attention(𝑄,𝐾,𝑉 ) = softmax(𝑄𝐾
𝑇√
𝑑𝑘

)𝑉 (29)

Attention(𝑄,𝐾,𝑉 ) = softmax(𝑄𝐾
𝑇√
𝑑𝑘

)𝑉 (30)

Again,𝑄 , 𝐾 and𝑉 are matrices containing queries, keys and values
for each timestep, but unlike equation 28, 𝑄,𝐾 ∈ R𝑑𝑡×𝑑𝑘 and 𝑉 ∈
R𝑑𝑡×𝑑𝑣 . The function computes a weighted sum of 𝑉 over each
timestep (the rows of 𝑉 ). The weight given to each timestep is
determined by the dot product similarity of the corresponding
key and query vectors, scaled by 1√

𝑑𝑘
. The transformation 𝑄𝐾𝑇

simultaneously computes the dot products of the key and query
vectors for each timestep.

8.1.3 Masking. During training, each self-attention head of the
decoder has access to the entirety of the target sentence, including
the current word being predicted and future words. This informa-
tion leak enables the model able to "cheat" and simply learn to base
it’s prediction of the current word on the current word appearing
in the training set, instead of learning to make predictions from the
context words. To prevent this, any of the values of the input to the
attention softmax which allow the model to "cheat" are set to −∞
during training, thereby preserving the auto-regressive property of
the model.

8.2 Positional Encoding
Unlike RNNs, the transformer architecture does not intrinsically
encode information about the positions of tokens in the input.
Instead, an explicit "positional encoding" is added to the embedding
of each word before its input to the network.

8.2.1 Absolute Positional Encodings . In absolute positional en-
coding schemes, for each token in the input sequence, a positional
encoding of length 𝑑model is generated as follows:

𝑃𝐸 (𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛(𝑝𝑜𝑠/100002𝑖/𝑑model ) (31)

𝑃𝐸 (𝑝𝑜𝑠,2𝑖+1) = 𝑐𝑜𝑠 (𝑝𝑜𝑠/100002𝑖/𝑑model ) (32)

[67] Here 𝑖 is the dimension and 𝑝𝑜𝑠 is the position. The values of
dimensions with even indices 𝑖 are given by equation 31 and the
values of dimensions with odd indices are given by equation 32.
A useful property of this encoding is that given any fixed offset 𝑘 ,
𝑃𝐸𝑝𝑜𝑠+𝑘 can be computed as a linear transformation of 𝑃𝐸𝑝𝑜𝑠 .

8.2.2 Relative Positional Encodings. A modification of absolute
positional encoding is introduced as a necessity for the Transformer-
XL model [16]. The recurrent nature of the model makes absolute
position encoding ineffective. Modification of the encoding as well
as the attentionmechanism allows themodel to learn relative offsets
when deciding which input to attend to.

8.2.3 Learned Positional Encodings. Alternatively, positional
encodings can be learned as shown in. Under this scheme, we
add the positional encodings to the word embeddings as described
in section 8.2.1, but instead of using sine and cosine functions
to generate the positional encodings, the encodings are learned
as trainable parameters as shown in equation 13 [22]. Numerous
recent variations of transformer networks use learned positional
encodings including GPT-2 as described above [56, 57].



8.3 Recent Transformer Models
8.3.1 GPT. Training a language model for some specific task

can be done in two steps. First a transformer model with a genera-
tive (next word prediction) head is trained on unlabeled text. This
first step is task agnostic. Second, a classification head is added
alongside generative head. The model is then jointly trained on a
target task using the classification head and next word prediction
using the generative head [56]. The core transformer architecture is
a variant of a decoder-only [39] architecture based on the original
transformer [67]. The model uses learned positional embeddings,
𝑁 = 12 decoder layers, a hidden layer size of 𝑑ff = 3072 in the feed-
forward network, 𝑑model = 768 and a context size of 512 tokens.

The generative pre-training is shown to improve performance on
the target tasks. The authors show that generative language models
implicitly learn some target tasks. For example, it is demonstrated
that a purely generative model can be used for zero-shot sentiment
analysis by simply appending the word "really" to the input text
and comparing the output probabilities of "positive" and "negative"
[56].

8.3.2 GPT-2. A subsequent strategy takes the insight that gen-
erative models must implicitly learn numerous tasks to its extreme.
A large generative model is trained on a large dataset [57]. The
dataset, called WebText, contains text extracted from 45 million
articles which had been linked to by users of Reddit, a social media
platform. Only links which had at least 3 karma (a measure of user
interest) at the time of dataset creation are included. The model
architecture, based on GPT, contains modifications to the decoder
layers and is described in section 8.1.1. Models of varying sizes
are trained; the largest being a 1.5 billion parameter model with
𝑁 = 48 layers, a hidden layer size of 𝑑ff = 3072 in the feed-forward
network, 𝑑model = 1600 and a context size of 1024 tokens.

Instead of altering and fine-tuning the model on target tasks, the
model is given natural text prompts to perform specific tasks. For
example, by appending "tl;dr:" to the input string, the model can
be made to perform text summarisation. In the dataset, an article
or paragraph is often followed by "tl;dr:" and a summary of an
article or paragraph. In order to predict the next words after "tl;dr:"
the generative model must implicitly learn text summarisation.
Similarly, the model can be made to perform question answering by
appending "A:" to the input. The authors additionally demonstrate
various other tasks that the model can be made to perform using
natural text prompts.

8.3.3 Transformer-XL. Practically, the original transformer ar-
chitecture can only be trained with a limited context size due to
computational resource requirements, making it unable to learn
dependencies with a greater temporal offset than this window. A re-
cent architecture called Transformer-XL [16] extends the maximum
offset of learned dependencies by introducing recurrent connec-
tions into the model.

While conventional RNNs process sequences one input at a time,
the Transformer-XL processes segments of multiple inputs at a
time, with recurrent connections between segments. When a new
segment is processed, the hidden states of the previous segment are
kept in memory. In the original transformer architecture, hidden
states are able to attend to the layer below them [67], but in the

Transformer-XL architecture they are also able to attend the layer
below them in the previous segment. In order for the attention
mechanism to be able to address these, the relative positional en-
coding scheme described in 8.2.2 is used. Together, the recurrent
connections and relative position encodings allow the transformer-
XL to learn longer term dependencies. Additionally, the segment
size, otherwise termed attention length, can be increased during
evaluation (without needing to retrain the model) allowing a further
increase in the effective context window of the model.

9 LOW RESOURCE LANGUAGE MODELLING
When modelling low-resource languages, techniques such as ad-
justing model architecture and training as well as using data aug-
mentation can be employed to maximise performance.

9.1 Model Optimisation and Regularisation
In a low-resource setting, a model can fit an overly complex func-
tion to the available training data, attempting to accurately describe
every data point. This means the model may fit the statistical noise
in the data instead of more meaningful patterns and fail to gen-
eralise to test data [65]. In order to prevent this, we attempt to
manage the complexity of the function that the model learns.

A model sensitive to fluctuations in the data is said to have
high variance. On the other hand, a model that is unable to learn
sufficiently from the patterns in the data is said to have high bias
[29]. Decreasing variance typically increases bias; thus a careful
balance between the bias and variance of the model must be found:
the model must have a low enough bias to adequately fit the data
whilst not having a high enough variance to overfit.

9.1.1 Model Size. The more learnable parameters a model has,
the greater its variance. Thus, one way to control the variance of a
model is by tuning the number of weights in the model. This is typ-
ically done by changing the number and sizes of the hidden layers.
A recent study compared the performance of different transformer
network depths for the translation of South African languages [66].
Another describes a strategy for automatically tuning the size of
transformer networks in the context of low-resource translation
[48].

9.1.2 Optimisation. There are alsomany existing gradient-descent-
based optimisation algorithms and they typically have numerous
parameters that can be tuned. This can include parameters such as
learning rate, momentum and stopping conditions [43]. Deliberate
tuning of these parameters can improve model performance.

9.1.3 Regularisation. Deep neural language models are complex
and generally have high variance making them prone to overfitting
in low-resource settings. This effect can be mitigated using various
regularisation strategies.

L1 and L2 regularisation add a loss function term to penalize
large weight values, preventing the model from being overly reliant
on any particular weight [50]. Another technique called dropout
temporarily hides a random subset of neurons during each training
step [62]. This adds noise and similarly prevents the model from
being overly reliant on any particular neuron. These techniques
are broadly applicable to neural networks and can be used in feed-
forward neural networks, RNNs and transformers [8, 43, 67].



Weight tying shares weights across layers, reducing the number
of parameters and hence reducing overfitting [27, 55]. A notable
example of this is the sharing of the word embedding matrix at
both input and output layers of GPT and GPT-2 [56, 57].

When training RNNmodels, the batch length of backpropagation
sequences and breakpoints between them can also be randomised
during training to provide additional noise to reduce overfitting
[43].

9.1.4 Sub-word Regularisation. Sub-word segmentation is am-
biguous. Probabilistically sampling sub-word segmentations as dis-
cussed in section 4.4 can be used as a form of regularisation. This
technique additionally constitutes a form of data augmentation and
has been shown to improve performance on translation tasks with
low-resource languages [35].

9.1.5 Normalisation. During training, the input distributions
to each layer of a neural network change as weights in the pre-
vious layers are updated. This is called covariate shift. Instability
results from weights of subsequent layers being trained on distribu-
tions which continuously shift during training. By normalising the
values passing through internal layers of neural networks, the co-
variate shift is reduced [28]. In other words: the input distributions
to intermediate layers are made more consistent. This increases
stability during training and in practice results in faster training
convergence. Additionally, modifications to the normalisation of
self-attention layers in transformer models have been shown to
improve model performance in a low-resource setting [51].

9.2 Ensemble Language Models
State-of-the-art performance is sometimes achieved using an en-
semble of different types of models. For example, the outputs of
different models may be averaged or interpolated with learned
parameters to yield a combined model with better performance
than any of the smaller models individually [3, 32]. Notably, on the
South African languages isiZulu, Xitsonga, English and Afrikaans,
an ensemble model interpolating the outputs of RNN and n-gram
models achieves improved performance over n-gram only models,
the previously best-performing model [58].

9.3 Cross-Lingual and Modelling
In some instances, information from high-resource languages can
be transferred to low-resource languages. Cross-lingual word rep-
resentations can be pre-trained using monolingual text from a
high-resource language in combination with a lexicon mapping be-
tween the high and low-resource languages [3]. These pre-trained
word representations can improve the performance of language
models trained on limited monolingual text in the low-resource
language. A similar approach is to train a single model on multiple
monolingual corpora [15, 47, 54]. Alternatively a single model can
be trained on many language pairs with parallel corpora to obtain
universal representations that can improve information transfer to
low-resource languages [5, 15, 26].

9.4 Related Work on African Languages
Comparisons of transformer and convolutional models for machine
translation of Southern African languages have recently been per-
formed. The results favoured transformer models over convolu-
tional models. The use of byte-pair encoding also yielded perfor-
mance improvements [1, 2, 41]. Their sample outputs showed that
the translation models were able to generate somewhat coherent
sentences suggesting that although training data is limited, it may
be possible to successfully perform some language modelling tasks
on South African languages.

10 CONCLUSIONS
In the past decade there has been a shift to complex neural archi-
tectures such as LSTMs, convolutional models and transformers.
Previously, n-grams were the dominant language model. N-grams’
simplicity and well studied optimisations such as backoff, interpo-
lation and smoothing algorithms make them a good baseline model
for novel language modeling tasks. LSTMs and Transformers now
achieve state-of-the-art results.

Accompanying the shift to neural models, there have been im-
provements in the input and output representations used for lan-
guage modelling. Many different sub-word tokenization schemes
have been developed as well as strategies for learning meaningful
word representations and generating pre-trained representations.

Recent models require significant computational resources and
are trained on increasingly large datasets. Many regularisation and
optimisation techniques are employed to improve model perfor-
mance. Generative pre-training has also been used to obtain current
state-of-the-art results. Furthermore, in some low-resource settings,
cross-lingual information transfer has been shown to improve lan-
guage model performance.

In light of these developments, we feel that an evaluation of n-
grams, LSTMs and transformer models on low-resource languages
will provide valuable insights as to how much low-resource lan-
guages benefit from recent advances in language modelling.
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