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ABSTRACT
The move towards the exascale era of computation has opened up
new possibilities in the scientific community. Problems previously
labelled as effectively non-computable can now be approximated as-
tonishingly quickly. However, there are challenges associated with
this, such as the new design paradigms needed to leverage the pro-
cessing power of these new massively parallel and heterogeneous
distributed systems.

With the use case of high-throughput astronomical computation
in mind, we explore the validity of the dataflow model for use in
these exascale scientific computations through a review of related
literature. The use of interpreted languages for these problems is
addressed, as well as the new systemic requirements of exascale
computers. A number of successful implementations of this nature
are presented, and a set of conclusions are made on its use for a
wider range of problems.

CCS CONCEPTS
• General and reference → General literature; Performance; •
Computer systems organisation → Pipeline computing; • Soft-
ware and its engineering→Multiprocessing /multiprogram-
ming / multitasking; Data flow architectures; Data flow lan-
guages.
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1 INTRODUCTION
The Cube Analysis and Rendering Tool for Astronomy (CARTA)
[2] is designed to visualise data from the Atacama Large Millimetre
Array, the National Radio Astronomy Observatory, and the Square
Kilometre Array. As the image size of these modern telescopes
has been increasing rapidly over the past years, this analysis and
visualisation has become a very computationally expensive task.

With parallelism and scalability as their core values, the current
CARTA back-end [8] is written almost entirely in C++ [6]. This is
widely regarded as a highly performant language. But the approach
to the design of computational models is shifting as we move into
the exascale era, and there is evidence that suggests merit to an
interpreted approach to solve these problems.

We propose a novel implementation of the CARTA back-end sys-
tem, using the Python language [24]. Back-end components will be
prototyped using the Dask library [10, 11] enabling advanced paral-
lelism and distributed computation. Other libraries such as AstroPy
[3, 19] and H5Py [9] will help to abstract away from domain-specific
implementation details.

The performance of these prototype components will be com-
pared with the current object-oriented implementation and a set of
recommendations will be made. The implications of this are wider
than one implementation, however, as we aim to assess the valid-
ity of the dataflow model using interpreted language for various
high-throughput scientific computations in the exascale era.

2 INTERPRETED LANGUAGES FOR
SCIENTIFIC COMPUTATION

In recent years, interpreted languages such as Python have found
widespread popularity in the scientific community. The reason is
not immediately clear, however, as interpreted languages are com-
monly slower than compiled languages at run time. Zhang et al
[27] demonstrate that, ignoring compile time, Python is signifi-
cantly slower than C at some typical problem involving repeated
floating point multiplication. However, it was also demonstrated
that Python’s extensibility to compiled libraries (Cython [4], for
instance) can improve its performance significantly.

Regardless of the performance implications, Python is still widely
used for intensive scientific computations. Oliphant [17] suggests
that one reason may be its highly expressive syntax: "comparable
to executable pseudo-code". This is attractive to academics who
do not have extensive programming experience. Furthermore, the
interpreter is platform-independent, meaning that the target archi-
tecture need not be considered when developing software. This
may be particularly useful in the case of distributed computation.

Pérez et al [18] described Python as "an ecosystem for scien-
tific computing", noting that the flexibility and extensibility of the
language may be more important to some than pure performance,
especially for once-off computations and simulations. There are a
huge number of libraries that are useful for scientific work that can
be installed with one call to python’s built-in installer, and there
is no need to worry about linking binaries at compile time. They
also point out that the scientific computing landscape is moving
away from just performing floating point arithmetic and towards
the use of more complex data structures, many of which Python
would have native support for.

Another use case was described by Oliphant [17], where Python
is used as a steering language for scientific code written in some
other (often compiled) language. Mulder et al [16] introduced the
idea of computational steering with a review of the relevant envi-
ronments and architectures, but this has since become one of the
most common uses for Python: as a high-level scripting language
and automation tool. But even in entirely Python-based implemen-
tations, slight performance overheads are often trumped by ease of
development and deployment.
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Pythonmay still be optimal for time-constrained algorithms with
the help of some libraries designed exclusively to bring parallelism
and scalability to the language.

3 THE EXASCALE ERA
An exascale computing system is one that is capable of at least
one exaflops. That is, at least 1018 floating point operations each
second.With specific mention of the Square Kilometer Array, Bobák
et al [5] make the observation that modern telescope arrays can
produce several petabytes of data each month. With data storage
infrastructure struggling to keep up with this massive throughput,
it is often necessary to perform some type of pre-processing or
feature extraction on the data in real time as it is generated. This
lessens the load on the storage infrastructure, but requires compute
power at a truly astronomical scale. Even visualising and analysing
archived data at this scale is a challenge ill-suited to traditional
architectures and algorithmic design.

Shalf et al [21] recognise that the transition to exascale compu-
tation looks rather different than the previous transition to petas-
cale computation. Previously, it was an increase in processor clock
speeds that allotted faster computing, but now these clock rates can-
not increase much further due to the dynamic power wall. Now it is
mainly an increase in the number of processing cores that is driving
the increase in processing power. Heterogeneity and concurrency
are becoming increasingly integral in our modern computing in-
frastructure, and software design needs to adapt to take advantage
of this new technology.

However, this new paradigm is not without its concerns. The
issue of resilience is raised by Cappello et al [7], where they argue
that the greater number of processors and threads implicitly creates
a greater number of potential points of failure. Thus, robustness
needs to be a primary concern of exascale architecture.

Entirely new architectures are being developed for exascale com-
putation, such as the "codelet" approach suggested by Lauderdale
et al [14]. The idea here is to define the atomic unit of computation
as a codelet, which may be implemented with one or more threads.
Each codelet behaves like a process that is incapable of blocking and
is entirely responsible for its own error handling. They propose that
this creates software that is more robust and more easily scheduled
in heterogeneous computing systems.

Other architectures have been identified for use in exascale sys-
tems, such as the implicitly parallel pipe and filter pattern, some-
times referred to as the dataflow model.

4 THE DATAFLOWMODEL OF
COMPUTATION

In the seminal work, Culler [12] suggests thinking of the dataflow
model as a directed acyclic graph. Each node is some function, and
values (or tokens) travel along the arcs that connect the nodes. This
is a fundamentally different way of representing computation, as
there is in essence no program counter, the order of execution of
instructions is implicitly non-deterministic.

The abstract dataflow model assumes that each arc has un-
bounded storage, or that infinitely many tokens can be on an a
given arc at any point in time. It goes without saying that this is
practically impossible, and the way in which this is implemented

gives rise to two different dataflow types: the static dataflow model
and the dynamic dataflow model. In the static model, the maximum
number of tokens per arc is constrained to one, allowing for a much
simpler deterministic implementation. The dynamic model labels
each token and pools them in a large common memory space, leav-
ing the capacity of each arc essentially unbounded, but also leaving
us unable to enforce any particular ordering of tokens on each arc.
And as always, non-determinism in concurrent programs means
we have to watch out for fatal issues such as bad inter-leavings and
deadlock situations.

Verdosica et al [25] suggest that the static dataflow model is
a valid approach for exascale computation, on the condition that
the computing system is homogeneous. Others propose dynamic
dataflow systems towork across heterogeneous compute topologies,
such as the extreme-scale many-task system (ExM) proposed by
Armstrong et al [1] to abstract away from painful implementation
details for massively concurrent distributed algorithms.

Silva et al [22] demonstrated the efficiency of this approach for
analysing large raw-data files over distributed systems, which is a
typical use case in the astronomical domain.

5 VISUALISATION AND THE
ASTRONOMICAL DOMAIN

As mentioned previously, analysing and visualising large raw data
files can be very computationally expensive. Resultantly, many
have turned to massive parallelism to achieve this in real time or
sufficiently close to real time.

Mao et al [15], for instance, have developed a graph-based dataflow
model to schedule jobs over a highly distributed computing net-
work in order to process the exascale throughput from the Square
Kilometre Array. The authors built upon previous work such as
the open-source Celery [23] scheduler developed for the MeerKAT
telescope. Furthermore, a number of optimisation methods are pro-
posed for this system including a meta-heuristic approach such as
genetic algorithm optimisation, as well as other critical-path aware
hierarchical scheduling algorithms.

Wang et al [26] also use a dynamic dataflow model, in this case
composing dynamic web services for highly parallel astronomy data
processing. They aim to reach one of the primary goals of service-
oriented architecture (SOA): allowing end-user service development
without manual programming. It is shown that the PMGrid system
developed allows for asynchronous parallelism, while increasing
computational efficiency and helping to avoid human error.

Dataflow systems for astronomy data processing have been pro-
posed by many others at different implementation levels. Sane et al
[20] developed a low-level dataflow system for astronomical dig-
ital signal processing targeted at field programmable gate arrays.
The VISTA system developed by Irwin et al [13] uses a higher-level
pipeline processing system to analyse large volumes of raw infrared
(IR) data.

Zhang et al [28] implemented another dataflow system on the
massively scalable AmazonWeb Servives EC2 cloud compute infras-
tructure. The authors use a computation model based on directed
acyclic graphs, similar to that of Mao et al [15]. Given this, the
authors report a 3.7X speedup over a naïve C implementation with
multi-threading.
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6 CONCLUSIONS
Our aim was to explore the validity of the dataflow paradigm for
exascale scientific computation. While there is a much literature
describing successful implementations of this nature, there is a
lack of modern research describing the efficacy of this approach to
exascale scientific computation as a whole.

Many have admitted the performance restrictions of interpreted
languages such as Python, and justified their use in the scientific
community with ease of use and massive extensibility. Its use may
not be so widespread had a vast set of libraries for scientific compu-
tation not been developed for the language. The shifting landscape
of the exascale era was described, as well as the new challenges it
poses for algorithmic design. New highly parallel approaches are
required to leverage this increase in computational power, and the
dataflow paradigm is one such model that can take advantage of
this.

The dataflow model, described originally as a hardware archi-
tecture and later adapted as a parallel programming pattern not
dissimilar to the pipe and filter model, is said to be highly effective
across heterogeneous distributed systems under certain implemen-
tation constraints. This model has already been adapted widely
in the astronomical domain, from low-level signal processing im-
plementations to massively scalable cloud compute systems. Still,
the benefits of using this approach versus the traditional object-
oriented design are rarely discussed.

Nevertheless, this appears to be a valid approach to address the
new requirements of exascale systems.
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