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ABSTRACT

Previous research on road safety in South Africa has shown
that a high number of accidents with numerous fatalities still
occur despite campaigns aimed at identifying solutions to
the problem. The main causes of road accidents are speed-
ing and drunken driving. The Council for Scientific and
Industrial Research of South Africa has identified the need
for a visualisation tool to pinpoint the exact location of an
accident to aid in their research on road safety. This project
also sought to collect and visualise data for running acci-
dents. Running accidents, in the context of this paper, are
defined as accidents that occur while someone is casually
jogging or running.

In this paper, we present the design of a geo-spatial visu-
alisation showing the location of car and running accidents
along with other relevant information. Such a visualisation
is an improvement in the way data about road accidents is
presented in South Africa. An interactive visualisation may
help researchers to easily identify patterns and trends in the
data faster than viewing the data in static graphs and ta-
bles. Several dimensions (variables) of data are displayed in
addition to the location, such as the date and time of the ac-
cident. Since the Visualisation is interactive, users are able
to interactively change the data that they view.

A user-centred design approach was used to develop the
visualisation and usability tests conducted to evaluate the
design in terms of effectiveness and usability. Usability test-
ing showed that the application provided an efficient means
to visualise accident data. Furthermore, evaluation done
the System Usability Scale showed that the application de-
veloped had a score of 78.75 which translates into a usable
user interface. !

1. INTRODUCTION

The formulation of this project arose from a request by
the Council for Scientific and Industrial Research (CSIR) to
assist them in their research on road safety in South Africa.
The CSIR in South Africa is one of the leading scientific
and technology research organisations in Africa. Through
its Defence, Peace, Safety and Security (DPSS) unit, the
CSIR plays an integral role in the security of South Africa.
The CSIR have identified the need for a system to track road
accidents (i.e. car accidents and running accidents) and the
data associated with these road accidents. This system con-

!This thesis was completed as part of a Bachelor of Science
Honours degree in Computer Science at the University of
Cape Town in 2016.

sists of two Android-based applications; one to detect car
accidents and the other to detect running accidents. The
two Android applications, developed by my group-mates,
are frequently referenced in this paper. In addition to the
applications, the CSIR would like to have a web-based appli-
cation to visualise the data collected by the Android appli-
cations. All these three systems working in tandem will help
help in the research on road safety especially with regard to
road accidents. The proposed system may be used to identi-
fying dangerous locations and find out why accidents occur
in those locations. This could preempt more accidents from
occurring in the said locations. In this paper, we present
the design of a geo-spatial visualisation which displays road
accident data in South Africa.

1.1 Project Significance

Previous research on road safety in South Africa has shown
that the number of road accidents remains high the cam-
paigns aimed at improving road safety. In 2011, 1080 fatal
crashes were recorded in the month of December alone [1].
For the year 2014 to 2015, more than 4500 deaths were at-
tributed to road accidents, with data showing that drunken
driving and over speeding are two of the major causes of road
accidents [1]. The Road Traffic Management Corporation
(RTMC), tasked with compiling, researching and releasing
data on car crash statistics in South Africa, releases data on
car accidents annually. However, this data does not show the
physical location of an accident; a key aspect in the research
on road safety. Furthermore, most of the data is displayed
using tables and the visualisations are not interactive. By
presenting accident data in a visual and interactive manner,
patterns and trends may be identified [17] [3]. Such a vi-
sualisation would be useful in identifying vital information,
such as the most dangerous locations and at the time of the
day that accidents are most likely to occur. As mentioned
by Keim et al. [17] , another advantage of using interactive
data visualisations is that a user can directly interact with
the visualisation and change the data that they are viewing
based on the data variables (dimensions). A visualisation of
this nature could be useful in identifying black spots, that
is, locations that have a high number of car crashes.

1.2 Project Aims

This project had the primary aim of developing a web
based application that presents car and running accident
data in a visual and interactive manner. Meetings were held
frequently with a CSIR representative in order to get a bet-
ter understanding of the functionalities required from the
system. The system (a web-based application) should be



able to pull data from a database and display it, mapping
the GPS location (latitude and longitude) of an accident
onto Google Maps. With the physical location of a data
point being vital to the application, a geo-spatial visualisa-
tion was deemed necessary and appropriate.

Secondly, we aimed to develop a scalable application with
a good user interface that can be used to visualise data from
a more extensive source. Essentially, we aimed to develop a
system that could use data showing a lot more information
than what we had to work with. This could highlight more
attributes about road accidents which is vital in research
such as the type of collision, number of vehicles involved
and the number of fatalities.

1.3 Approach and Structure of Report

The project was approached as software development project

and was developed over two main iterations. Usability test-
ing was conducted to determine both the effectiveness of the
visualisation and the usability of the application in general
especially the user interface.

Section 2 introduces a number of key concepts in the field
of data visualisation as well as two projects done on visual-
isation of accident data. Sections 3 discusses the methodol-
ogy that we used while Section 4 explains the implementa-
tion phase, that is, the development and of the application.
Section 5 explains the results from the usability testing. Sec-
tion 6 discusses findings from the entire project, such as the
use of prototyping in the design of visualisations and con-
trasts it with the research done by previous work. The paper
ends with a conclusion in section 7.

2. LITERATURE REVIEW

2.1 Data Visualisation Design

Information Visualisation, more commonly known as Data
Visualisation, is the presentation of data in a graphical for-
mat [3]. Visualisations can be used to identify trends and
patterns that would otherwise be unclear [3, 6]. Data visu-
alisations can also be used to generate a new hypothesis or
verify one [17].

2.1.1 Design and Framework

The Visual Information-Seeking Mantra, coined by Ben
Shneiderman, is a good starting point for the design and
development of data visualisation applications [24]. This
mantra consists of four main principles namely; overview,
zoom, filter, and view details-on-demand [24]. Shneiderman
explains that a user should be able to get an overview of
the entire data set (overview) and zoom in on particular
subset of the data (zoom) [24]. Users should also be able
to remove any unwanted data based on the data attributes
(filter) as well as get the details of a data point when needed
(details-on-demand) [24].

Yi et al. [27] presented similar findings in their research
on interaction in Information Visualisation (Infovis) sys-
tems. They mention seven different categories that one
ought to consider while designing an interactive Infovis ap-
plication. These categories are; select (“mark a data item”),
explore (“view something else”), reconfigure (“use a differ-
ent arrangement”), encode (“show a different representa-
tion”), abstract/elaborate (“show less/more detail”), filter
(“show something conditionally”), and connect (“show re-
lated items”). A key takeaway from both these papers is

that different formats can and should be used to show the
same data. This is due to the fact that different graphi-
cal formats make it easier to grasp different concepts and
identify different patterns.

In his research on Visual Design, Treinish [25] dispelled
the notion that a generalised mechanism can be used to
address the diversity of visualisation strategies. He intro-
duces the concept of task-based visualisation and the re-
quired steps which are:

1. Defining the application in terms of user needs

2. Selecting interface elements and designing actions to
implement the definition

3. Establishing different techniques for various user goals

Lastly, Wassink et al. [26] also supported the view that
the users should be a key factor in the design of scientific
visualisations. They argue that it is important to analyse
what kind of visualisation and interaction techniques best
fit the user group [26].

2.1.2  Data Representation

Geo-spatial data, a key aspect of this project, is data
that contains a physical location [13]. Nollenburg [20] de-
scribed geo-spatial visualisations as the use of visual repre-
sentations to understand geo-spatial data. Representation
of geo-spatial data should include everything such as land
masses and water bodies among others to give users enough
context [13]. Google Maps, a common web mapping service,
is a good option for geo-spatial visualisations as it provides
a lot of information as well as five different views, that is,
Street View, Traffic, Map, Satellite, and Hybrid [28]. The
most conventional way of representing a location on Google
Maps is through the use of a marker icon [13].

The choice of which graph or visualisation is used greatly
depends on the nature of the variables of the data points (the
dimensions of the data) [6]. This notion is emphasised by
Knight [18] in her research on visualisation effectiveness who
stated that the structure of a data set is vital to the selection
of the graphical format used to represent it. Most of the
data visualisation done today comprises multidimensional
data with some of the dimensions being hierarchical such as
time (which can be broken down into years, quarters and
months etc.). Another factor one ought to consider while
choosing a graphical format or visualisation is the message
being conveyed to the users [6]. An example of this is the
use of line graphs to show a trend over time [6].

2.1.3 Interactivity of Data Visualisations

Interactive visualisation takes the concept of information
visualisation even further, enabling users to change the data
that they see in order to identify more trends and patterns
in the data [3]. Interaction with the data enables users to
dynamically change the visualisations according to their ob-
jectives and visual queries [17]. Some of the principles of
the Visual Information-Seeking Mantra such as zoom and
filter cannot be adhered to without users interacting with
the data. Interactivity is vital to gaining insight into big
data today as the data is often multivariate (contains more
than one variable) and the data sets are increasingly very
large [12]. Furthermore, interactivity can be used to reveal
more details about the data that cannot shown with the
overview [3].



Visual clutter, caused by having too much data on a small
display area, diminishes the potential usefulness of a visuali-
sation [12]. By interacting with the data, users can reduce on
the amount of data on the display area to uncover patterns
and trends within overcrowded displays. Ellis et al. [12] dis-
cusses the concept of clutter reduction and suggested a few
criteria for clutter reduction including:

e Keep spatial information (maintain the geographical
location of the data points)

e Show details of a data point

e Scalability (clutter reduction techniques should be able
to cope with large data sets)

2.2 Data Visualisation Evaluation

According to Knight [18], a visualisation can only be con-
sidered effective if users can answer their visual queries as
early and as easily as possible. Furthermore, Knight [18]
stated that the effectiveness of a visualisation is considered
from two main perspectives; the suitability of the graph
or visualisation for the tasks it is intended to support and

whether the representation is appropriate for the data set [18].

A key issue surrounding the evaluation of visualisations
is the interaction between the usability of the interface and
the effectiveness of the actual visualisation [18]. A visual-
isation could answer all the visual queries conclusively but
a poor user interface design could hamper its effectiveness.
The evaluation of visualisations should consider both the
usability of the interface as well as effectiveness of the visu-
alisation.

2.3 Related Work

Inquiron, a data visualisation company based in Dubai,
designed a visualisation (mapsdata) for car crashes in the
UK [4]. Using data from the UK government, this visuali-
sation tool uses four different maps to display the data:

e Marker map - Displays the precise location of each
entry and shows information about it

e Heat map - Shows the concentration of data points in
every location of the map using different colour gradi-
ents

e Cluster map - Shows the concentration using numbers
instead of colour gradients

e Bubble map - Displays an extra value in addition to
the location of each data point e.g. the number of cars
involved in an accident

This visualisation does not provide much interaction with
the exception of the Bubble Map. Therefore, users cannot
change the data that they are viewing. The lack of interac-
tivity makes it difficult to identify patterns in the data, as
users cannot change the data to view a specific subset of the
accidents based on the attributes, such as the time of the ac-
cident. However, it is easy to pinpoint potential black spots
in the UK and prevent further accidents from happening at
these locations.

The Organisation for Economic Co-operation and Devel-
opment (OECD) regularly collects data in its bid to promote
policies that will improve the economic and social well-being
of people around the world. OECD designed a visualisation

using the data they collected between 1947 and 2014 [2].
This representation does not display geo-spatial data but
rather uses an interactive map to show the number of ac-
cidents that occurred in different countries. This visualisa-
tion uses three representations to present the data i.e. a line
chart, a map and a table with each serving a different pur-
pose. The line chart displays the number of accidents per
year, showing how the trend has changed over time while
the map shows the number of accidents represented by a
“bubble” in each country. The size of the “bubble” is vital
to the visualisation. The bigger the bubble, the higher the
number of accidents and vice versa.

The foregoing discussion of the two visualisations shows
the importance of using more than one representation to
visualise the same data set. Different graphical formats /
visualisations can be used to identify different patterns and
trends in the data. The examples also highlight the impor-
tance of other concepts, such as colour and size. An example
of this is the Bubble map mentioned in the first example [4],
that uses the size of a bubble to show the number of vehicles
involved in an accident and the heat map that uses different
colour gradients to show different levels of concentration of
data points.

3. METHODOLOGY AND EVALUATION

The main aim of this project was to develop a web-based
application that can visualise geo-spatial data being col-
lected by two Android-based application that detect car and
running accidents. Therefore, the project was approached as
a software development project with Human Computer In-
teraction (HCI) being a major aspect as the user interface is
key to any visualisation. This section explains the method-
ology used and the requirements analysis conducted.

3.1 Approach

The project used both a User-Centred Design (UCD) ap-
proach along with an iterative methodology for develop-
ment. A UCD approach, one in which users are involved
throughout the design of the visualisation, ensures that the
final design addresses all of the users’ needs [26]. In this ap-
proach, the end user of the application/system along with
the functional requirements are the starting point of the
design process [11]. Wassink et al. [26] proposed a UCD
approach for designing visualisations that consists of three
phases; the early envisioning, the global specification phase
and the detailed specification phase. The early envisioning
phase consists of gathering requirements and definitions of
tasks. During the last two phases, the global and detailed
specification phases, solutions are presented to users and
feedback is received [26]. The main users of the application
we developed were researchers at CSIR who needed to gain
more insight in their research on road safety in South Africa.
The project was developed in multiple iterations which have
been summarised into two main iterations, discussed in sec-
tion 4.2.

3.2 Requirements Analysis

Functional requirements of a system define what a user
can do with the system, while the non-functional require-
ments are usually classified as system qualities, such as re-
liability and usability [14]. With no prior system in place,
we did not have to investigate an existing system that re-
quired improvement but rather design a new from scratch.



Thus, an set set of functional requirements were required
before the design and implementation could commence. All
the requirements were specified by the external supervisor,
Mr Francois Mouton, a CSIR representative. The main re-
quirement was to map GPS locations (i.e longitude and lat-
itude) to Google Maps. The key functional requirements,
highlighted the need for a web-based application with a us-
able user interface that would efficiently display the data
collected by the Android applications. These requirements
are:

e Authenticating users (to maintain the privacy of the
data)

e Showing the location of an accident on Google Maps
using the GPS location

e Showing all the relevant information about an accident

e Displaying statistics to help identify any patterns and
trends in the data

The non-functional requirements, not specified by the CSIR
representative, were based on research done by Chung et
al. [10]. The key non-functional requirements for this ap-
plication are scalability, reliability, usability and data in-
tegrity [10].

4. IMPLEMENTATION

4.1 Development Framework

This subsection covers the programming language and
framework used in the development of the application.

4.1.1 Programming language and framework

Development of the web application was done using the
Vaadin framework 2, an open-source Java web framework.
On the server side, the framework is optimised for produc-
tivity and encapsulates all the scripting languages required
for web development such as Java-Script. Furthermore, it
is compatible with a number of web servers including Tom-
cat ® and Jetty *. Java was chosen as the development lan-
guage because of its numerous libraries that are easy to use.
Using Java for development enabled us to use the Object-
Oriented Programming paradigm which was advantageous
for two reasons. Firstly, each accident could be stored as
an object with its details stored as the variables. Secondly,
some of the code was re-used through inheritance. Maven ®
was used for building and managing the project while Github
was used for version control.

4.1.2 Integration

The web server hosting the application and the database
(MySQL) from which information is pulled are on the same
server. This made integration with the data source much
easier. Java Database Connectivity (JDBC), a Java Appli-
cation Programming Interface (API), was used to connect
to the database.

https:/ /vaadin.com/home
Shttp://tomcat.apache.org/
‘http://www.eclipse.org/jetty/
®https://maven.apache.org/

4.2 Software Development Iterations

The development of the application was done using an it-
erative methodology which involved the end users as much
as possible. This is discussed in detail in the following sub-
sections (sections 4.2.1 and 4.2.2).

4.2.1 Iteration 1: System Design and Early Envi-
sioning

The main focus of this iteration was to get a clear un-
derstanding of the system requirements, design a few pro-
totypes and have a software deliverable ready for the initial
feasibility demonstration.

Based on the system requirements and the selected frame-
work (Vaadin as earlier discussed), we decided on a multi-
layered architecture for the system. This architecture con-
sisted of three layers namely; the Presentation layer, Appli-
cation layer and Data Access layer. The Presentation layer
consists of classes and methods used to develop the user in-
terface while the Application layer consists of Java objects
to represent the accident data as well methods to filter and
change the data. Lastly, the Data Access layer provides
methods to connect to the database and get the data. Es-
sentially, these three layers can be described as the back-end
(application and data access layer) and the front-end (pre-
sentation layer) of the system. A multi-layered architec-
ture was used because it maximises cohesion and minimises
coupling among the different modules of the system. The
use of this architecture also enabled us to test the differ-
ent components independently. The system design (i.e. a
multi-layered architecture) also inadvertently ensured that
we had a separation of concerns. Separation of concerns, a
fairly, new paradigm in software engineering, tries to sep-
arate the different algorithms based on their purpose [15].
This separation allows for the locality of different kinds of
information in the programs, making them easier to write,
understand, reuse and test [15].

With a clear system design in mind, we researched into
different data visualisations and looked at applications that
had been developed with the Vaadin framework. Based
on our findings, we designed a few low fidelity prototypes.
These prototypes were not evaluated by the end users as
is the norm but were rather used to give us ideas of the
visualisation and user interface design. Low fidelity (lo-fi)
prototypes were used because of their simplicity [23]. Lastly,
lo-fi prototypes ensured that we could go through as many
different designs as fast as possible.

This iteration concluded with the initial feasibility demon-
stration. The deliverable at this stage consisted of an inter-
face displaying Google Maps and an icon showing the loca-
tion of GPS coordinates (longitude and latitude) entered by
a user. At this point, there was no major feedback as the
visualisation did not show much and was not interactive.

4.2.2 Iteration 2: Global Specification

In the global specification phase, solutions are presented
to end users [26]. This phase (iterations) comprised many
short iterations in which solutions were presented to users
(supervisors) and a few students.

Prior to the implementation phase of this iteration, more
requirements analysis was carried out to find out what kind
of data would be stored about each accident and how best it
could be represented. Shniederman’s [24] Visual Information-
Seeking Mantra, discussed in section 2.1.1, was applied when



designing the visualisation. Another key aspect considered
during this iteration was the navigation through the appli-
cation from one page (interface) to another. This is vital,
as a poor and unintuitive navigation can lower the usability
and effectiveness of a visualisation application.

Based on the requirements gathered, we deemed it neces-
sary to use tables to show the data; one table showing the
car accidents and another showing running accidents. Each
row in the table represents an accident. A user can inter-
act with the table to get more details about an accident.
The location of each accident is also represented on Google
Maps. Users can zoom in on a particular subset of the data
and filter out any data they are not interested in.

Informal usability testing was conducted during this iter-
ation. T'wo students were observed as they used the applica-
tion. They were not given any specific tasks but rather did
a walk-through of the application to identify any problems
with the user interface. Demonstrations were done for both
supervisors and changes were made based on their feedback.

4.3 Final Visualisation Design

Figures 1, 2 and 3 show the final visualisation design, a
culmination of the two discussed iterations.

Figure 1: A screen-shot of the Final Visualisation
Design: Google Maps

On the Google Maps page (Figure 1), users are presented
with an overview i.e all the data points in the data set are
shown. Hovering over a single data point displays all the
relevant information about the accident such as the date
and time of the accident. The drop down menus at the
bottom of this page allow a user to select which data they
would like to see, filtering out the rest. This is based on the
different dimensions of the data. Users can select to see one
type of accidents i.e. only car accidents or running accidents.
Google Maps also has a zoom feature which enables users to
zoom in and out of particular regions.

The table in Figure 2 shows all the data in the database.
These tables can be sorted by any of the columns, enabling
a user to view the accidents in order of occurrence or ac-
celeration at impact (only for car accidents). Right clicking
on a row in the table gives users options to view any details
not shown in the table and the location of the accident on
Google Maps (as demonstrated in Figure 2).

Two distinct symbols were used to represent the two types
of accidents on the map; car accidents are represented by
red icons while the blue icons represent running accidents.
These symbols differed on only one feature, that is, colour
because the marker icon is the common way of representing
locations on Google Maps. This is different from items on

Latest Car Accidents

Figure 2: A screen-shot of the Final Visualisation
Design: The tables

Data Visualization

‘comparison of both types of Accidents e

Figure 3: A screen-shot of the Final Visualisation
Design: Data Visualization Section

the line chart (not in image) which differed by two features,
that is, colour and shape. This was done to make the items
on the line chart more distinguishable from each other.

S. FINAL EVALUATION AND RESULTS

5.1 Evaluation Metrics

Knight [18] suggested that the whole package of a visu-
alisation application (i.e the user interface of the applica-
tion and the actual visualisation) has to be considered in
the evaluation of data visualisations. Therefore, the eval-
uation of a visualisation application should cover both the
usability of the interface and the effectiveness of the visual-
isation. Users’ subjectives feedback were used to determine
the effectiveness of the visualisation and the usability of the
application in general.

5.1.1 Effectiveness of the visualisation

Effectiveness, with regard to visualisations, focuses on
the cost-benefit of using the visualisation to locate informa-
tion [9]. Knight [18] had a similar proposition as she stated
that a visualisation can only be considered to be effective if
users can achieve results as easily as possible.

Visual queries, associated with the user goals laid out in
the requirements, were set up. Users were asked to answer
the visual queries using the visualisation. This tested a va-
riety of issues including; the efficiency (how fast and easily
they got an answer) of the users, the correctness of the user
responses (whether users can extract the right information)
and whether the user interface was easy to use. Users were
also asked to complete a set of tasks using the system. Es-
sentially, using the visual queries and tasks, we evaluated



both the effectiveness of the visualisation as well as the us-
ability of the user interface.

5.1.2  Usability

Usability in the context of a user interface, assesses how
easy it is to use an application. Nielsen [16] suggests that us-
ability is defined by five components; learnability (how easy
it is for users to complete tasks the first time), efficiency
(how quickly users perform tasks), memorability (how easy
it is to use the design after not using it for a while), er-
rors (how many errors users make), and satisfaction (how
pleasant it is to use the design).

John Brooke [8], in his research on usability, suggests that
the usability of a user interface should cover efficiency (the
level of resource consumed in performing tasks), effective-
ness (the ability of users to complete tasks coupled with the
quality of the output of those tasks), and satisfaction (users’
subjective reaction to using the system).

During the usability tests, users were observed as they
interacted with the system. The users performed a set of
predefined tasks and performance measures including suc-
cess rate and task completion were collected. The tasks for
the test, as explained in section 5.2, were based on the key
features of the system.

The System Usability Scale (SUS) [8] was used to gauge
the users’ satisfaction and opinions of the systems. The SUS,
a questionnaire designed by John Brooke [8], is a reliable tool
for measuring usability of a system [8]. It comprises 10 items
and users’ responses are rated on a Likert Scale which ranges
from 1 (“Strongly disagree”) to 5 (“Strongly agree”) [8]. SUS
measures two of the five usability components discussed by
Nielsen [16], that is learnability and satisfaction; is inde-
pendent and can be used on a variety of applications [22].
Furthermore, the scale (SUS) provides valid results on small
user sample sizes [8]. These two factors make the SUS a good
choice for evaluation of the project, where there was limited
access to users. The ten items on the SUS questionnaire are
in the appendix of the paper.

5.2 Usability Tests
5.2.1 Participants

Convenience sampling, a type of non-probability sampling,
was used to select 6 of the 8 participants while the other 2
were selected randomly. Non-probability sampling was used
to enable us to get participants that fit a specific criteria,
that is, Computer Science Honours students who had done
both the Data Visualisation and HCI modules. This was
done to maximise our chances of getting informative and
extensive feedback about both the User Interface (UI) and
the effectiveness of the visualisation while also getting some
feedback from novice users.

5.2.2  Apparatus

Most of the tests were conducted in a controlled environ-
ment of the Computer Science honours laboratory. Partici-
pants accessed a web-page that contained the visualisation
using a laboratory computer. Two of the tests were con-
ducted in a university residence where users accessed the
visualisation on their laptops. Data was collected during
the experiment by observing users as they completed each
task and taking down notes.

5.2.3 Procedure

Participants were given a brief overview of the system, its
purpose and the goal of the project. They then completed
three tasks and used the system to answer two visual queries.
These tasks and visual queries are explained in the Section
4.3. These tasks were essentially a walk-through of the key
functionality. This allowed the users to use visualisation be-
fore they completed the System Usability Scale (SUS) ques-
tionnaire. Users were observed as they completed the tasks.
While this has its downsides e.g. users could get intimi-
dated, it enabled us to see their reaction and get immediate
feedback about any issues they had with the system.

5.2.4 Task Design and Visual Queries

The tasks and visual queries for the usability testing were
designed with two main objectives in mind. Firstly, we
wanted to establish whether users could effectively find a
subset of the data i.e could users zoom into an interesting
data and / or filter out unwanted data (essentially, testing
the interactivity). Secondly, we wanted to determine how
efficiently users could answer a visual query. Furthermore,
these tasks were designed to give the users a feel of the entire
system before completing the SUS questionnaire. The two
visual queries were:

1. Which month had the highest number of running acci-
dents in 20167 View these accidents on Google Maps.

2. Which month overall (over all the years) had the high-
est number of car accidents? I.e. what is the most
dangerous month?

The users were also asked to complete the following four
tasks:

1. Display all the locations of car accidents that occurred
in Dec 2016 with an acceleration value of 20 mph and
above (On Google Maps).

2. Display all the accidents that occurred from 1st April
2016 to 30th August 2016, between 6 pm (18hrs) and
midnight.

3. Using the car accidents table, view the location of any
one of the accidents

4. Display/view the details on the any accident on the
map (using Google Maps).

5.3 Analysis of Usability Testing
5.3.1 Visual Query Accuracy and Task Completion

Successful task completion is defined as the ability of a
user to obtain information when carrying out a task [19].
Participants who obtained the right answer were deemed to
have successfully answered a visual query, while those who
needed more than one trial to get the correct answer were
deemed to have partially passed the visual query. This is a
slight variation of the usability metric proposed by Nielsen [19].
Nielsen [19] stated that the success measure categorised into
three groups; successful, partially successful and failed. The
same metric was used for the analysis in the four tasks.
Tasks completed on the first trial without help from us were
categorised as successfully completed and the rest were cat-
egorised as failed. All the participants eventually completed
the visual queries and task. This was vital as it helped us



to understand which tasks were easier to learn and more
intuitive to users.

Figure 2 shows the percentage of the two visual queries
successfully answered, that is, at the first time of asking
and with no help from the team members.
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Figure 4: Successfully answered Visual Queries

Results showed that only half of the participants answered
the first visual query correctly while all the eight participants
answered the second one correctly. One possible reason for
this could be that the second visual query is a simple vari-
ation of the first one. When examining the results of visual
query 1 and the feedback from the users, two of the four
participants who gave a wrong answer for visual query 1 ex-
plained that the instructions were not clear and that they
required a further explanation. The other 2 participants
stated that they were not sure which data was displayed
when a user logs in initially. The application had been de-
signed to show an overview of the data set before users could
change the data to suit their needs. Visual query 1 also in-
volved locating data on the map after retrieving an answer
from the graphs. All of the participants clicked on the graph
with the expectation that they would be redirected to the
Google Maps interface. However, they had to manually go
to the Google Maps (Figure 1) and then locate the data by
filtering out the unwanted data. The navigation through the
web application was a major point in the user feedback as
discussed in Section 5.3.3.

Figure 3 shows the percentage of the four tasks completed
i.e. which tasks were completed successfully.

Both tasks 1 and 2 involved filtering out some data-points
based on their variables (dimensions). Therefore, a user had
to select a date, time, type of accident among other vari-
ables (Figure 1). As shown in the graph above, half of the
eight participants successfully completed task 1, while the
other half made the same mistake, that is, they left some of
the input controls (U elements for data entry) empty. This
prompted the system to notify them that they had not filled
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Figure 5: Successful Tasks Completed

in some information. As task 2 was unquestionably similar
to task 1, there was an improvement in the task comple-
tion rate with all the participants successfully completing
this task at the first time of asking. This showed that the
participants performed well with the learnability component
(metric) of usability described by Nielsen [16].

Based on the results, tasks 3 and 4 were significantly more
difficult than the first two tasks. Task 3 involved using the
table to get more information about an accident (Figure 2).
Only three of the participants successfully completed this
task three. Four of the other five participants were only able
to complete this task once they had read the instructions on
the homepage and one needed further explanations. Upon
further analysis of the feedback, we discovered two possible
reasons to explain why more than half of the users could
not complete this task. Firstly, there was no visual cue to
signify that users could interact with the data in the table.
Secondly, most of users of web applications normally left-
click on an element or item to get more information. This
was evidenced in the usability testing as a number of users
left-clicked on a row in the table (Figure 2) to get more
information about a data-point (an accident). Right-clicking
on a row in the table reveals more information, such as the
location on Google Maps while left-clicking simply highlights
the row. Both of these effects are shown in Figure 2.

We settled on the lack of visual cues as the possible reason
because most of the users gave positive feedback about the
number of clicks required to locate information and stated
that the Ul was simple and easy to use. Furthermore, users
did not have to navigate from one page to another to com-
plete this task and stated that they could not have known
that they had to right-click.

Task 4 involved simply hovering over a data-point on the
map to show all the relevant information about it. This
task had a similar completion rate to task three with only
3 participants completing successfully. All the participants
(including the three that completed the task successfully)
initially clicked on the icon. This was also put down to the
lack of a visual cue, as there was nothing on the Ul to suggest
to users that could get more information by hovering over
an icon on the map. Feedback from the users that showed a
majority of them expected to click on an accident to reveal
further information and that although hovering over a data-
point was also a familiar method to them, clicking was more



intuitive.

Based on the all results mentioned above, the visualisation
is effective as users are able to easily obtain correct infor-
mation. Some of the users had to read the instructions but
they eventually got the right information. The time taken
per task was not recorded but the participants did not take
more than 2 minutes on completing any of the tasks. This
is deemed to be efficient especially since they were using the
system for the first time.

5.3.2  System Usability Scale Score

The 10 items on the SUS questionnaire are in the appendix
of the report. Each participant’s SUS score was calculated
as follows; odd numbered questions (positively phrased) are
calculated as the response minus one while even numbered
questions (negatively phrased) are scored as five minus the
response [8]. The sum of the score is multiplied by 2.5 to
obtain the overall value of System Usability. This score was
obtained for each user to get an average of 78.75. [7]
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Figure 6: Interpreting SUS scores by comparing
them to an adjective-based scale [6]

Based on the scale shown above, the usability of the prod-
uct developed can be classified as good and is of an accept-
able standard.

5.3.3 User Experience Feedback

The SUS method simply determines the usability of a
system but does not reveal the usability problems. Free-
response questions were appended to the System Usability
Scale questionnaire to determine what usability problems
participants experienced during the test. However, it was
not compulsory for users to fill in these fields. Furthermore,
users were encouraged to give feedback about the system as
they were using it.

The major feedback received from the participants was to
do with the input controls. There was both positive and
negative feedback. Most users were happy with the drop
down menus. This ensured that they knew all the options
and simply had to select one. Furthermore, the use of drop
down menus instead of other Ul elements such as text-fields
made it easier to input data. However, users would like to
be notified about any compulsory fields that they have to
complete before confirming.

One user highlighted the use of colour in the visualisa-
tion. The graph and the Google Maps interface used dif-
ferent colours to represent the same kind of information. It
was pointed out during the usability testing that the use of
a uniform colour throughout the entire visualisation would
make comprehension easier.

The lack of a legend was highlighted by one of the users as
it was not clear which icon represent which set of accidents.
However, most users, upon completing task one were sure
what each icon represented.

Lastly, an issue discussed by a majority of the users was
the navigation through the application. Some of the tasks
involved moving from one UI to another. This involved re-
calling information and users suggested that they should be
able to navigate through the application without having to
specifically remember anything.

6. DISCUSSION

This section explains the type of prototyping used and
how a different approach could have been used. It also dis-
cusses the visualisation; how it meets the various principles
and its limitations. The limitations of the usability testing
are also highlighted.

6.1 Prototyping

As explained in section 4.2.1, paper prototypes were used
in the design phase before implementation was done. While
these prototypes were not evaluated by potential users as
is the norm in software development, they still provided a
good idea on how to proceed. Paper prototypes were used
because at this stage we were more interested in the func-
tionality of the visualisation rather than the design. One
key advantage of using paper prototypes is that they are
easy and fast to develop and do not require the use of any
software [21]. Furthermore, the fact that it is easy to modify
paper prototypes ensured that the cost of mistakes was low
and we could get through a number of variations within a
short time.

A significantly different approach to the prototyping phase
would have entailed the use of high fidelity (hi-fi) proto-
types. Hi-fi prototypes have a number of drawbacks such as
the fact that most users tend to comment on the fit and fin-
ish issues i.e [21]. In hindsight, hi-fi prototypes, would have
been valuable to this project despite all the drawbacks. Hi-
fi prototypes show the Ul elements and the spacing, that
is, as close as possible to a true representation of the user
interface [5]. They are also assumed to be much more ef-
fective in collecting true human performance data, such as
task completion time [5].

Ben Shneiderman [24], in his research on Data Visualisa-
tion, does not mention the importance of the HCI aspect in
data visualisation. Yi et al. [27] also neglected this aspect
in their research on the role of interaction in information
visualisation. The HCI aspect is vital in data visualisation
because interacting with the visualisation through the in-
terface is key to uncovering the hidden patterns as well as
changing the data. Designers of visualisations should at least
focus on three key aspects, that is, the tasks and purpose of
the visualisation, key principles of data visualisation such as
the Visual Information-Seeking Mantra [24], and the design
of the UL

6.2 Data and Visual Representation

The final visualisation design in this project covers the
four main principles described by Ben Shneiderman in the
Visual Information-Seeking Mantra [24]. The interactive na-
ture of the visualisation allows users to change the data dy-
namically, filtering out any unwanted data points. Google
Maps allow users to zoom into particular geographic regions.
One advantage of this feature is that visual clutter in a small
area of display can easily be overcome.

One of the key principles mentioned by Yi et al. [27] is
connect (“link related data points”). About accident data,



this would entail showing accidents with similar attributes
when a user select an accident. This feature is not included
in the visualisation as a user cannot click on an icon on the
Google Maps interface. This is one of the major limitations
of the final visualisation design.

The final visualisation design also lacked visual cues as
mentioned in Section 5.3. This made it more difficult for
participants to learn how to use some features of the appli-
cation. Learnability, one of the five components discussed
by Nielsen [16], is characterised as how easy it is for a user to
complete a task the first time. Based on the results analysed
in Section 5.3, users easily learnt how to use the system as
all of them successfully completed the tasks that were vari-
ations of previous tasks. This was good especially given the
lack of visual cues.

6.2.1 Comparison to prior work

In this section, we compare and constrast the visualisation
developed on this project to the MapsData [4] visualisation
discussed in Section 2.3.

The data used for the final visualisation design of this is
multidimensional, where each data point contains more than
one attribute (dimension). The attributes include the GPS
coordinates (latitude and longitude), day and time of the
accident, and the acceleration at impact for car accidents.
When compared to mapsdata, a similar visualisation, there
are two key differences. Firstly, mapsdata is not interac-
tive which makes it difficult to identify any hidden trends
in the data, while our visualisation is interactive. Secondly,
the data used for the MapsData visualisation contains more
dimensions such as the location, time, weather conditions,
number of vehicles and number of causalities, which provides
a lot of insight.

Both visualisations use more than one representation to
present the same data. The MapsData [4] visualisation uses
four different maps to show the same data, that is, a Marker
map, a Heat map, a Cluster map, and a Bubble map while
the project visualisation uses Google Maps, a table and
graphs (bar charts and a line chart). The different repre-
sentations cannot be compared, but they all add value to
the two visualisations.

6.3 Limitations of Usability Testing

Although the experiment tried to use participants with as
much knowledge about data visualisation as possible, they
were not a true representative of the final users of the appli-
cation. Furthermore, heuristic evaluation of the application
could not be done because the project did not have access
to any experts.

The usability tests conducted consisted of only eight par-
ticipants to ensure that the tests were completed within a
short time. Only eight participants were used for usability
testing due the the instability at the university at the time.
While the SUS is designed to cater for a small number of
participants [8], getting feedback from more users could
have provided more insight into the usability problems.

Lastly, the visual queries and tasks were as short as possi-
ble to ensure that users could complete the entire test within
15 minutes. This was done based on seeing users’ reactions
to similar experiments that took 30 or more minutes. Sim-
ilar to the point mentioned above, giving users more tasks
would have provided better feedback.

6.4 Design Methodology of Visualisations

In this subsection we propose a new framework / method-
ology for designing data visualisations. This methodology is
based on the literature we reviewed as well as some findings
from the project. We propose an iterative methodology for
the development of software that is used to visualise data.
This iterative methodology contains 3 main phases; 1) Re-
quirements Gathering and Design 2) Prototyping and Evalu-
ation, and 3) Implementation and Testing. Designers do not
have to particularly go through the second and third phases
more than once unless it is necessary. The three phases are
further discussed in the subsequent subsections.

6.4.1 Requirement Gathering and Design

This phase entails getting and understanding the func-
tional and non-functional requirements of the visualisation
application. Understanding both the functional and non-
functional requirements is vital in the development of soft-
ware. Treinish [25] in his research on task-based visual de-
sign, highlights the importance of understanding the end
users of the visualisation and the tasks that they would
like to complete with the system (visualisation application).
This information is vital, as the background and experience
with technology of potential users should be considered when
developing interface-based applications. With the users and
requirements in mind, a system architecture and design can
be produced. Essentially, this phase involves finding out as
much information as possible about the system and the users
and then designing the system.

6.4.2 Prototyping and Evaluation

This phase entails designing and evaluating prototypes.
Although lo-fi prototypes are cheaper and simpler to de-
sign [21], hi-fi prototypes are recommended. This is because
interactivity with the user interface is vital to identifying
different patterns in a data-set. Using Hi-fi prototypes will
also ensure that the prototypes are as close as possible to the
final visualisation design. Developing and evaluating proto-
types with end users helps developers identify mistakes early
on. It also gives the end users a chance to give their opin-
ions and feedback on the system. Lastly, it is easier to make
changes during this phase than in later phases. Depending
on the results of the evaluation, more than one prototype
can be developed.

Both the HCI aspect and the design principles for Visuali-
sations, such as the Visual Information-Seeking Mantra [24]
should be at the forefront during this phase.

6.4.3 Implementation and Testing

The final phase involves developing and testing the visu-
alisation application with end users. This can done more
than once depending on the results from the user testing
and the feedback. At this point, developers should have
a clear system and user interface design. Developing fully
functioning prototypes makes this phase shorter and more
efficient as a number of mistakes have been identified and
resolved in the previous phase. Similar to phase 2, both
the HCI aspect and the design principles for Visualisations,
such as the Visual Information-Seeking Mantra [24] should
be at the forefront during this phase. The methodology pro-
posed is iterative, therefore allows for changes to be easily
implemented. It also ensures that a visualisation application
project is approached like a software project with the user



interface being a key aspect.

7. CONCLUSIONS

In this paper, we presented the design of an interactive
geo-spatial visualisation to present accident data in South
Africa. The visualisation maps the GPS location of an acci-
dent (data point) onto Google Maps and also shows all the
information captured about an accident. In comparison to
similar visualisations such a mapsdata [4] (discussed in sec-
tion 2.3), this visualisation provides interactivity, enabling
users to dynamically change the data that they view. This
is particularly useful when users want to zoom and filter the
data. In contrast, mapsdata [4] shows much more informa-
tion about each data point than this visualisation. More
information about the accidents could provide more infor-
mation about why different types of accidents or collisions
occur at different locations.

An interactive and user-centred design approach was used
in the development of this application. The final visualisa-
tion was a culmination of two prior iterations. In the evalua-
tion of the visualisation, we evaluated the effectiveness of the
visualisation’s ability to provide insight into accident occur-
rences. Users were given visual queries to answer and tasks
to complete. The correctness of the visual queries was used
to determine the effectiveness of the visualisation. Based
on the results discussed in section 5.3, this visualisation was
found to be effective at presenting data.

Usability tests also highlighted the importance of the UI
in any visualisation. The interface is important, as human-
computer interaction is vital to getting more information
from a visualisation. Both sets of principles described by
Yi et al. [27] and Ben Shneiderman [24] focus on the design
of the visualisation and do not mention the importance of
designing a good user interface. A better Ul makes the visu-
alisation more effective, enabling users to attain information
more efficiently.

We also proposed an iterative methodology for the devel-
opment of visualisation applications. This methodology is
based on the literature we reviewed as well as some findings
from the project. This methodology comprises three main
phases; 1) Requirements Gathering and Design 2) Prototyp-
ing and Evaluation, 3) Implementation and Testing. This
methodology highlights the importance of the end users as
well as the user interface of the visualisation application.

8. FUTURE WORK

Visualisation of accident data is a novel way of presenting
accident data in South Africa. This visualisation can be im-
proved on in several ways. One avenue for future work would
entail using official accident data from the South African
government including attributes such as number of fatalities
and the number of cars involved in an accident. Visualisa-
tion of more extensive data would reveal more insight and
patterns that would be helpful in the research on road safety
in South Africa.

Another avenue for future would involve adding a feature
to enable users to link similar accidents. Essentially, a user
would select one accident and then view all the similar acci-
dents. This similarity would be based on the dimensions of
the data. For example accidents that occurred in the same
time or with the same acceleration value could be displayed
depending on the data attributes and the algorithms.
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APPENDIX

The 10 SUS questions used in the evaluation are:

1.

I think that I would like to use this system frequently.

2. I found the system unnecessarily complex.
3.
4. T think that I would need the support of a technical

I thought the system was easy to use.

person to be able to use this system.

I found the various functions in this system were well
integrated.

. I thought there was too much inconsistency in this sys-

tem.

. I would imagine that most people would learn to use

this system very quickly.

8. I found the system very cumbersome to use.

9. I felt very confident using the system.

10.

I needed to learn a lot of things before I could get going
with this system.



