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ABSTRACT

There are several approaches to building National Language Gener-
ation (NLG) systems. Two such approaches are a more traditional
template-based approach and a data-driven approach. Each has its
own strengths, and likewise, its own shortcomings, but thus far it
is not certain which approach produces more natural utterances.
Naturalness in this context refers to how closely text resembles
natural human writing styles and nuances. The problem exists in
evaluating this naturalness in order to compare these two NLG
approaches successfully. This paper presents two indicators, clarity
and fluency, as ways of determining the naturalness of text. In addi-
tion to this, this paper describes two systems, a data-driven system
and a template-based system, which were created to generate ut-
terances for a given Meaning Representation (MR). The utterances
produced by these systems were compared using automated met-
rics as well as human evaluation. The results of these evaluations
show that there is a significant correlation between the clarity and
fluency indicators and perceived naturalness, and that there is a
strong preference for template-based text over data-driven text
when comparing their naturalness.
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1 INTRODUCTION

Data-to-text National Language Generation (NLG) is the process
of creating natural language utterances from non-linguistic rep-
resentations of information [15]. More plainly, NLG is the task
of generating human-readable text from non-linguistic [15] and
structured data [14].

In this way, NLG systems are used to make data easier for hu-
mans to interpret. They are already used in areas such as journalism
[8], weather forecast generation [2], sports commentary [18], and
medical reports [6]. These systems are all able to process large
volumes of data, extracting only the relevant information, to pro-
duce human-readable text, often in a much shorter time than would
be possible than a person could [4]. This obviously makes NLG
systems very desirable, be it to gain a competitive advantage or to
decrease the time taken for critical events.

While there are many different approaches to NLG, this investi-
gation focuses on two of them, namely a more traditional template-
based approach and the data-driven approach. Each has its own
strengths, and likewise, its own shortcomings, but thus far it is not
certain which approach produces more natural utterances. Natu-
ralness in this context refers to how closely text resembles natural
human writing styles and nuances. The problem, however, exists

in evaluating this naturalness in order to compare these two NLG
approaches successfully.

Thus, the aims of this project were to find suitable evaluation
indicators for naturalness and to determine the difference in natu-
ralness of utterances produced by data-driven and template-based
NLG systems.

In terms of indicators of naturalness, this paper presents clarity
and fluency of utterances as a way of determining whether one
text is to be perceived as being more natural than another. In this
context, clarity refers to how understandable and clear the utterance
is [18] and fluency refers to how easy the utterance is to read [18].

The focal research question of this project was therefore: Does
the perceived naturalness of utterances correlate with their clarity
and fluency, and, further, does a data-driven approach, rather than
a template-based approach, produce more natural utterances?

In order to properly compare these approaches, two systems
were designed and developed - the one being a template-based
system developed by the writer, and the other being a data-driven
system developed by Mr Jarryd Dunn - to generate utterances for a
given Meaning Representation (MR). The utterances produced by
these systems were compared using automated metrics as well as
human evaluation in the form of a survey.

The results of these evaluations show that there is a significant
correlation between perceived naturalness and the clarity and flu-
ency indicators. The results further show that there is a strong
preference for template-based text over data-driven text when com-
paring their naturalness.

This paper first takes a look at the differences between these two
approaches as well as the related works. Section 3 and Section 4
present the design, development, and implementation of the two
systems previously mentioned. Section 5 describes how the utter-
ances produced by the two systems were evaluated, and Section 6
looks at the results of these evaluations. Finally, the findings are
presented in Section 7.

2 BACKGROUND

As has been said, the focus of this project was on comparing a tradi-
tional template-based approach with a data-driven approach to Na-
tional Language Generation. This section aims to give an overview
of the current known differences between these approaches, as well
as discussing related works.

2.1 Definition and Comparison

Template-based text generation makes use of one or more templates,
either hand-crafted or learnt from training data [14]. There are
many levels of complexity available in this approach, however, one
of the defining features is that data from the MRs is inserted into one
or more templates within the process of producing an utterance.



On the other hand, data-driven NLG systems use machine learn-
ing techniques to learn how to produce natural language utterances
from a given input. These utterances appear to be more similar
to human-written text than those produced using template-based
approaches [12, 22]. Additionally, data-driven systems can produce
more varied outputs than template-based systems [12, 22].

Template-based systems do not tend to scale as well as data-
driven approaches on large open domain systems [10, 21] since it is
more difficult to generate a template that is widely applicable. This
is due to the fact that template-based approaches tend to require
redundant information (repeating patterns) to create the templates
[20].

When compared to a template-based approach, using a data-
driven approach can potentially decrease the amount of time it
takes to develop an NLG system [4]. The opportunity cost of this
development time improvement is that there is less control over the
utterances produced by data-driven NLG systems, and the systems
have the potential to produce output that is less fluent or under-
standable, due to semantic and grammatical errors, than the outputs
of a template-based system [4], despite these outputs appearing
more similar to human-written text. Some of these semantic er-
rors may, however, be removed by applying additional rules after
generating the utterance [14].

2.2 Related Works

Puzikov and Gurevych [14] have previously compared neural mod-
els and template-based approaches for National Language Genera-
tion. They constructed a data-driven system based on TGEN [3],
which they named D-model, as well as a template-based model,
which they named T-model. When the utterances produced by the
two systems were evaluated it was found that T-model produced
no grammatical errors while there were a few punctuation errors
or incorrect verbalisations in the utterances produced by D-model.
D-model scored higher in all the evaluation metrics used for the
comparison against T-model. That notwithstanding Puzikov and
Gurevych concluded that the costs of generating complex data-
driven systems may not be justified, and that problems such as
theirs may be better solved using simpler techniques, referring to
the template-based approach.

This project is different in that the data-driven approach was
not confined to using neural techniques. This project also aimed to
evaluate which utterances, those produced by a data-driven system
or those produced by a template-based system, are considered more
natural, as well as whether clarity and fluency were good indicators
of this naturalness. Finally, this project used a more general and
larger dataset than that which was used by Puzikov and Gurevych
[14].

3 DATASET AND SYSTEM DESIGN

For obvious reasons, a dataset is required for the construction and
evaluation of both the template-based and the data-driven NLG sys-
tems. This section describes the dataset used, as well as describing
the design of each of the two systems.

3.1 Dataset

For this project the Wikipedia people dataset! [20] was used. This
dataset is made up of a set of entries, where each entry consists
of a set of slot types and their values as well as any sentences
from the corresponding Wikipedia page that include at least one of
the values. These sentences were used as the reference text for the
entry. The slots and their values are determined from the Wikipedia
information boxes. Tables 1 and 2 show an example MR.

Slot value

Name Silvi Jan

Date of Birth 27 October 1973
ASA Tel Aviv University

Hapoel Tel Aviv F.C.(women)

Slot type

Member of a

Sports Team Maccabi Holon F.C. (women)

| Israel women’s national | Matches | 22
football team Goals 29
C'oyntry (.)f Israel
Citizenship
Position Forward (association football)

Table 1: An example set of slot-value pairs from the
Wikipedia people dataset [20]

Reference text
Silvi Jan ( born 27 October 1973 ) is a retired female Is-

raeli. SilviJan has been a Forward (association football)
for the Israel women’s national football team for many
years appearing in 22 matches and scoring 29 goals. Af-
ter Hapoel Tel Aviv F.C.(women) folded, Jan signed with
Maccabi Holon F.C. (women) where she played until her
retirement in 2007. In January 2009, Jan returned to league ac-
tion and joined ASA Tel Aviv University .In 1999, with the

establishment of the Israeli Women’s League, Jan returned

to Israel and signed with [Hapoel Tel Aviv F.C.(women)

Table 2: An example reference text from the Wikipedia peo-
ple dataset [20]

This dataset was both large and varied enough to allow for
models and templates to be generated that were able to generalise
well to unseen inputs.

The dataset was split into three sub-datasets: training (60%),
validating (30%) and testing (10%). These sub-datasets were the
same for both NLG systems. The training dataset was be used to
learn the models and create the templates for generating utterances.
These models and templates were then validated using MRs from
the validation dataset. Finally once the models and templates were
performing suitably well on the validation datasets they were be

I The Wikipedia people dataset can be found here: https://drive.google.com/open?id=
1TzcNdjZOEsLh_rC1pBC7dU70jINcsV]d
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compared using MRs from the testing dataset. This was done to en-
sure that neither of systems had seen the input MR before, allowing
a fairer comparison [7].

3.2 Data-driven Design

The data-driven system was designed by Mr Jarryd Dunn and was
based on the system designed by Moryossef et al. [11]. This makes
use of two modules: a sentence planner and linguistic realiser. The
sentence planner makes use of non-neural techniques to try and
construct a symbolic text plan based on the input MR. The linguistic
realiser uses neural generation to turn the text plan into a text
utterance.

For both modules, either a reinforcement learning or neural
approach may be used to learn a model. The data-driven system
was designed in a similar way to Moryossef et al. [11], with the first
module making use of a non-neural approach to generate the text
plan. A second module uses a neural approach to realise the text
into a linguistic utterance. The output of the first module consists
of a sequence of tokens that determine the underlying structure
of the utterance (what information it will include and how this
information will be ordered). The second module then expresses
the content from the text plan in natural language. This design was
chosen since systems built using non-neural techniques (such as
reinforcement learning) tend to produce fewer errors but also less
variation [7]. This suggests that constructing one module using
non-neural techniques and another using neural techniques may
produce a system that generates varied utterances with few errors
[11].

In order to simplify the construction of the system, a prebuilt
encoder-decoder module called OpenNMT? was used to construct
the neural networks. This allowed more focus to be put on the
actual text planning and realisation.

3.3 Template-based Design

Given the nature of this system, templates needed to be created for
use in generating the utterances. These templates were hand-crafted
using the training sub-dataset. The creation process followed a
similar approach to van der Lee et al. [18], such that entries within
the dataset were categorised according to the data available in the
slots and the way this data is conveyed in the reference text.

To assist with the template creation, a retrieval-based method
of finding similarities between the reference texts was used, as
described by van der Lee et al. [19]. This method uses cosine sim-
ilarity to assign a score representing how similar two input MR
were. Similar input MRs were then clustered together, requiring
fewer templates to be created.

From the categorisation of the templates, major and minor tem-
plate categories were formed such that minor templates were grouped
together into a major template according to which slots were re-
quired for the template. The major templates were therefore cat-
egorised by these required slots. An example of a major template
with corresponding minor templates is shown in Table 3. This dual-
layer categorisation aimed to allow for two things:

(1) the system can lookup a set of templates by which slots are
available in the input MR; and

Zhttp://opennmt.net/

(2) redundant templates can be added to increase variety in the
utterances provided.

sl Name ; Date of Birth ; Member of a Sports
ots
Team ; Country of Citizenship ; Position

< Name >(born < Date of Birth >) is from
< Country of Citizenship >. <o0:Sex or
Minor template | Gender:He:She>was a < Position >for
many teams, including <l: Member of a

Sports Team :and>.

< Name >(born < Date of Birth >) was a

< Position >for <l: Member of a Sports
Minor template
Team :and>. <o0:Sex or Gender:He:She>

is from < Country of Citizenship >

Table 3: An example major template used in the template-
based system.

Finally, the templates were stored in JSON structures where each
sentence was broken into its different parts of speech (such as the
subject, verb and object). This mirrors the inputs required for the
library which was used in the realising of the final utterance and is
discussed more below.

The architecture of the template-based NLG system loosely fol-
lows the tri-module pipeline approach as proposed by Reiter and
Dale [16]. Figure 1 has been included here as a reference to this,
and is to be considered in the context of the design of the system.

Goal

|

Document
Planner

Document Plan

|

Microplanner

Text Specification

|

Surface
Realiser

|

Surface Text

Figure 1: NLG system architecture as proposed by Reiter and
Dale [16]

The Document Planner module evaluates the input MR provided
by creating a list of the slot types available in the MR. It then
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selects an appropriate major template from the template storage by
finding the major template with the most number of matching slot
types. Using this template and the input MR, the module produces
a Document Plan custom data structure.

This Document Plan is passed to the Microplanner module which
randomly chooses one of the redundant list of minor templates.
From this, a Sentence Plan custom data structure is produced con-
taining a full specification of the text. This Sentence Plan includes
a list of sentences, broken up into clauses, and further split into
the subject, object, verb and tense of the sentence, along with any
sub-clauses and complements. This parallels the inputs required
for the library used in the Realiser module.

The Realiser module takes the Sentence Plan and uses the Sim-
pleNLG API library [5] to produce the utterance. The SimpleNLG
library is capable of creating well-formed, grammatically and syn-
tactically correct sentences given a set of inputted components.
As previously mentioned, the templates themselves, as well as the
Sentence Plan, are in formats which parallels the inputs required
for the SimpleNLG library.

This template-based system design was created with the Java
development language in mind, and the system itself was developed
in Java, as is discussed in the following section.

4 SYSTEM DEVELOPMENT

This paper does not go into too many details about the data-driven
system developed by Mr Jarryd Dunn, save to say that it was de-
veloped in Python using the OpenNMT module. To find out more
about his system, it is suggested that his paper on the same topic
be read.

In terms of the development of the template-based system, this
was developed in Java by the writer, and the implementation is
discussed in detail below.

4.1 Implementation

To facilitate running the three modules using the pipeline design
pattern, as described in Section 3, an implementation of the pattern
example by Bapat [1] was used. This allowed for the three modules
to be easily added as shown in the example code in Figure 2. This
code was put in the main method and class of the system. The input
to the pipeline is a single line of the dataset file as each line of the
dataset represents a different MR.

Pipeline <String , String> pipeline =
new Pipeline <>(new DocumentPlanner ())
.pipe (new MicroPlanner ())
.pipe(new SurfaceRealiser ());

String output = pipeline.execute(input);

Figure 2: Adding three modules to the Java pipeline imple-
mentation by Bapat [1].

In addition to running the pipeline, the main method is also
responsible for reading in all the major templates from previously
stored text files containing representations of templates such as

the example shown in Table 3. Each text file represents one major
template, where the first line contains a comma-separated list of
slot types needed, and every subsequent line contains a single
minor template in JSON format. An example JSON formatted minor
template can be seen in Figure 3.

[
{
"clauses ": [
{
"subject": "<Name> (born <Date of
Birth >)",
"verb": "is",
"tense ": "PRESENT",
"object": "from <Country of
Citizenship >",
"subclauses ": [],
"complements ": []
}
]
I
{
"clauses ": [
{
"subject": "<o:Sex or Gender:He:
She >",
"verb": "is",
"tense ": "PAST",
"object": "a <Position> for many
teams, including
<] :Member of a Sports
Team:and >",
"subclauses ": [],
"complements ": []
}
]
}
]

Figure 3: An example JSON formatted minor template.

Within the Document Planner module, the planner uses a JSON
parsing library, JSON Simple 3, to read the line of the input dataset
file into an object. The available slot types are then read and put
into a list. From here, the system iterates through all the major
templates available, counting the number of slot types similar to
the available inputted slot types, and excluding any major templates
which contain slot types not available in the input MR.

Finally, the system selects the major template which contains the
most number of slot types overlapping, producing a Document Plan
similar to the code in Figure 4. This includes an object mapping the

3https://code.google.com/archive/p/json-simple/
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slot types to their relevant values from the input MR. If no major
template can be found, the system throws and error.

class DocumentPlan {
MajorTemplate majorTemplate;
Map<String , String> slots;

Figure 4: The barebones code of the Document Plan pro-
duced by the Document Planner.

The Micro Planner module accepts the Document Plan as its
input. The first thing it does is select one of the Micro Templates
at random from the major template. Secondly, the Micro Planner
parses the JSON of the Micro Template into a tree-like data structure
similar to the example in Figure 5. Finally, the module substitutes
in the relevant slot values in the positions supplied by the template.

class SentencePlan {
MinorTemplate minorTemplate;
List <Sentence > sentences;

class Sentence {
List <Clause > clauses;

class Clause {
String subject;
String verb;
Tense tense;
String object;
List <Clause > complements;
List <Clause > subClauses;
String complementiser;

Figure 5: The barebones code of the Sentence Plan produced
by the Micro Planner.

Finally, the Surface Realiser module accepted the Sentence Plan
as its input, traversing through the tree-like data structure and
inputting each property into the SimpleNLG API library [5]. The
sentences produced by the library were then concatenated into a
paragraph which was return to by outputted.

4.2 Template Coverage

As mentioned in section 3, the templates were designed using a
technique described by van der Lee et al. [19]. While this technique
did automate the process of finding similarities in the reference
texts, the templates themselves still needed to be hand-crafted. It
is worthwhile to note that this was the most timely exercise in
developing the template-based system.

Importantly, because the templates were hand-crafted, time was
the limiting factor in how many could be created. Thus, templates
were created until the system was able to produce a outputs for
75% of the inputted training data.

4.3 Validation

To validate that the output of the template-based system during
development, several unit and feature tests were written. Each
test provided a mock input to each of the modules in the pipeline
and the system as a whole, and compared the output produced
with what was expected. While the system itself was not overly
complicated, and the output could for the most part be validated by
hand, this testing approach allowed for confidence in refactoring
and improving the modules.

Further to these unit and feature tests, several automated eval-
uation metrics were used to gauge how well the system output
represented the input when compared to the reference text pro-
vided by the dataset. The evaluation metrics that were used were:

e BLEU [13], which measures the accuracy of the informa-
tion represented in the utterance compared to the ground
reference [7].

e ROUGE [9], a word-overlap metric like BLEU but which
doesn’t consider the length of utterances [4].

e WER (Word Error Rate), which measures the number of in-
sertions, deletions, transpositions and substitutions required
to convert the utterance to the reference text [4].

5 HUMAN EVALUATION

Since one of the main purposes of National Language Generation
is to make data easier for humans to interpret, and given the re-
search question asks, "Does the perceived naturalness of utterances
correlate with their clarity and fluency, and, further, does a data-
driven approach, rather than a template-based approach, produce
more natural utterances?", the final evaluation of the systems was
accomplished using human judges.

5.1 Survey Design

This evaluation took the form of a survey where each question
showed two different texts relating to the same input MR. The
participants were first asked to rate the clarity and fluency of each
of the texts, and then asked to choose which of the two texts they
found more natural. They were also provided with definitions for
the terms clarity, fluency and naturalness, within the context of
this research.

Several questions were included which contained one utterance
generated by one of the systems along with the original reference
text, rather than the utterance from the other system. It was ex-
pected that the participant would judge the reference text to be
more natural, thus giving an indication of the reliability of the
participant’s judgement.

The participants were not shown the MR used to generate the ut-
terances, since this might cause them to focus more on the inclusion
of information rather than the naturalness of the text [17].



5.2 Execution

After being approved by the University of Cape Town (UCT) Faculty
of Science Research Ethics Committee and the UCT Department of
Student Affairs (DSA), the survey was uploaded to Google Forms
and was distributed to students of the university via the DSA re-
search mailing list. In addition to this, the survey was distributed to
various other student and younger adult groups to gain a broader
sampling of responses.

Participants were able to complete the survey online after read-
ing the appropriate university’s Informed Voluntary Consent form
and giving their consent for their answers to be recorded and used
in this research project. The results were tabulated using a spread-
sheet and are analysed below.

6 RESULTS

This section presents the results from the coverage testing, the
automated metrics, and the human evaluation.

6.1 Coverage

Various coverage metrics were recorded for each of the two systems
for the first 1000 MRs in the validation sub-dataset and are presented
in Table 4.

Template Data-Driven

No. of inputs 1000 1000
Coverage 76.60% 100%
A .of
Average no. o sentences 90111 0111
in reference text
Average no. of sentences 1393 1914
in output text
A .of slot t
Average no. of slot types 8,688 8,688
in MR
A . of sl

verage r.10 of slot types 3975 4938
not used in output
Average no. of fictional 0.589

slot types added to output

Table 4: The coverage of the template-based system in find-
ing a suitable template and generating an output.

6.2 Automated Metrics

The automated evaluation metrics were run on both systems, and
Table 5 shows the results of these metrics when run on the first
1000 MRs in the validation sub-dataset.

6.3 Human evaluation

In total, 98 people completed the survey providing an appropriately
sized sample of results. This subsection provides a summary of
these results.

As was described in Section 5, the survey asked the participants
to rate the text’s clarity and fluency on a scale of 1 to 5. Table
6 shows the mean ratings for each of the texts generated by the
template-based system, as well as the overall mean and standard
deviation from the mean for all the generated texts.

Tempate Data-Driven

rouge-1-p 0.85759 0.81406
rouge-1-r 0.22324 0.28889
rouge-1-f 0.33409 0.40971
rouge-2-p 0.57701 0.53481
rouge-2-1 0.14647 0.18599
rouge-2-f 0.21902 0.26461
rouge-3-p 0.41023 0.38021
rouge-3-r 0.10006 0.12955
rouge-3-f 0.14990 0.18488
rouge-4-p 0.29951 0.28464
rouge-4-r 0.06911 0.09353
rouge-4-f 0.10404 0.13437
rouge-1-p 0.78399 0.72946
rouge-1-r 0.24633 0.30208
rouge-l-f 0.35843 0.41480
rouge-w-p 0.63420 0.55761
rouge-w-r 0.06870 0.08394
rouge-w-f 0.11857 0.14119
wer 0.84013 6.18257
bleu 0.05945 0.28719

Table 5: Results of automated metrics on first 1000 MRs of
the validation sub-dataset.

Question Clarity Fluency

1 4.30 3.79

2 4.74 4.73

4 4.09 4.39

5 4.45 4.51

7 3.55 2.97

8 4.48 4.65

9 4.49 4.48

10 4.14 4.23
Mean 4.28 4.22
Std Dev 0.36 0.58

Table 6: Mean clarity and fluency ratings (out of 5) for the
texts generated by the template-based system.

Question Clarity Fluency

1 1.81 2.07
3 3.50 3.92
5 2.88 3.63
6 2.99 3.56
7 3.07 2.94
8 3.39 3.50
9 2.48 3.20
10 2.95 3.43
Mean 2.88 3.28
Std Dev 0.54 0.57

Table 7: Mean clarity and fluency ratings (out of 5) for the
texts generated by the data-driven system.



Table 7 shows the mean ratings for each of the generated texts,
as well as the overall mean and standard deviation from the mean
for texts generated by the data-driven system.

Question Clarity Fluency

2 4.48 4.38

3 3.89 3.60

4 4.52 4.29

6 4.03 3.94
Mean 4.23 4.05
Std Dev 0.32 0.35

Table 8: Mean clarity and fluency ratings (out of 5) for the
reference texts.

Finally, Table 8 shows the mean ratings for each of the reference
texts used in the survey, as well as the overall mean and standard
deviation from the mean for these texts.

Prefer Template Data-Driven  Template

Over Reference Reference Data-Driven
100% 10.2% 4.1% 39.8%
>75% 80.6%
>50% 53.1% 36.7% 99.0%
>25% 100.0%
>0% 100.0% 100.0% 100.0%

Table 9: The percentage of participants who preferred one
text (first row) over another (second row) for a percentage
of questions.

In terms of the preferences between the various texts, the results
have been summarised in Table 9. The table shows the percentages
of participants who preferred one text over another for a percentage
of questions. As an example, the table should be read as "80.6% of
participants preferred template-based text over data-driven text at
least 75% of the time."

Correlation Clarity Fluency

Preference 0.826 0.856
Table 10: The Pearson correlation coefficient between the
difference in clarity and fluency ratings and the percentage
preference of naturalness between template-based and data-
driven text.

Two Pearson correlation coefficients were calculated and are
shown in Table 10. These are:

(1) the correlation between the difference in clarity ratings and
the percentage preference between template-based and data-
driven text; and

(2) the correlation between the difference in fluency ratings
and the percentage preference between template-based and
data-driven text.

7 FINDINGS

Several important findings have been made from these results and
they are discussed here.

7.1 The data-driven system performed better
than the template-based system in a
majority of the automated metrics.

The metric results supported the observation by Puzikov and Gurevych
[14] that if the templates are similar to the reference texts, the met-
rics will return very high results, but if they are not, they will return
very low results when compared to data-driven utterances.

7.2 The template-based system produced text
which was rated more clear and fluent than
the data-driven system.

It is quite clear from the results that the texts from the template-
based system were rated higher than those from the data-driven
system in terms of clarity and fluency. What is interesting to note,
however, is that the data-driven texts were felt to be significantly
more fluent than clear. In contrast, the template-based texts were
felt to be marginally more clear than fluent.

Further, while there was little deviation from the mean in terms of
clarity in the template-based texts, the deviation of fluency ratings
was the highest of all six standard deviations measured in Section
6. When evaluating why this was the case, it was observed that
the template-based text in question 7 of the survey included the
sentence:

"He played for the A.F.C. Bournemouth, Cheltenham
Town F.C., Molesey F.C., Croydon F.C., Clapton F.C,,
Croydon F.C., Hayes F.C., Yeading F.C., Fisher Athletic
F.C., Grays Athletic F.C., Eastbourne Borough F.C,,
Dover Athletic F.C. and Cray Wanderers F.C"

This is obviously a very long and unnecessary list which the
template-based system had not been able to present in a more
natural way, given the input MR. This can be seen as a limitation
of the system.

7.3 The template-based system produced text
which was rated on par with the reference
text in terms of clarity and fluency.

Interestingly, the mean ratings for clarity and fluency were similar
for the template-based texts and the reference texts. When taking
the mean of these ratings for the two questions directly comparing
these two text types, questions 2 and 4, clarity was rated at 4.42
and 4.50 for template-based and reference text respectively. Flu-
ency was rated at 4.56 and 4.33 for template-based and reference
text respectively. This indicates that template-based systems are
certainly capable of producing text which is on par with human
generated text.

Of note, however, is that of the two questions, questions 2 and 4,
52.02% and 84.69% of participants (respectively) found the reference
text to be more natural. This shows that clarity and fluency cannot
be considered the only two factors which influence the naturalness
of text.



7.4 There is a strong correlating between
clarity and fluency, and the feeling of
naturalness of a given text.

When comparing the differences in clarity ratings and the differ-
ences in fluency ratings with the preference participants had when
selecting which text felt more natural, one can see a strong positive
correlation, with a Pearson coefficient of 0.83 for clarity and 0.86
for fluency. This shows that these are good indicators to be used
when evaluating NLG systems in terms of naturalness.

7.5 There is a strong preference for
template-based text over data-driven text
when evaluating for naturalness.

Of the six questions comparing template-based text with data-
driven text, five of the template-based texts were felt to be more
natural by at least 80% of the participants. The sixth question, how-
ever, was question 7 of the survey and saw an exact 50% division
in the participants. This is the same question discussed in Section
7.2. This text from the template-based system can therefore be
considered an outlier.

When excluding this question, the mean percentage of partic-
ipants who found the template-based texts to be more natural is
92.4% with a standard deviation of 5.7%. This clearly shows a strong
preference for template-based text over data-driven text when eval-
uating for naturalness.

8 CONCLUSIONS

The focal research question of this project was: Does the perceived
naturalness of utterances correlate with their clarity and fluency,
and, further, does a data-driven approach, rather than a template-
based approach, produce more natural utterances?

Having analysed the results of the survey comparing outputs
of the two designed systems, this paper has shown that there is
a significant correlation between perceived naturalness and the
clarity and fluency indicators. The results further show that there
is a strong preference for template-based text over data-driven text
when comparing their naturalness.
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