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ABSTRACT
Warfarin is a commonly-prescribed anticoagulant for the preven-
tion of blood clots and heart attacks. The narrow therapeutic range
and severe side-effects of warfarin make precise administration of
the drug essential, but variation in response caused by environ-
mental and genetic factors results in the need for individualised
dosing. Machine learning techniques can improve the accuracy of
the dosing algorithms, given sufficient datasets. We evaluate fif-
teen techniques from sixteen papers on warfarin dose prediction,
highlighting artificial neural networks (ANNs), support vector re-
gression (SVR), boosted regression trees (BRTs), and random forest
regression (RFR) as promising avenues for further research. We
also investigate the use of pharmacogenetic factors in model devel-
opment, finding that they may not be necessary for high accuracy,
and suggest four avenues for novel research in this field.

CCS CONCEPTS
• Applied computing → Consumer health; Health care infor-
mation systems; Genetics; • Computing methodologies → Su-
pervised learning; Machine learning approaches;

1 INTRODUCTION
Many individuals suffer from abnormalities in blood coagulation,
which can lead to thrombosis (obstructive blood clots), stroke, or
heart attack. One of the most common methods for treating these
conditions is the use of anticoagulant drugs, such as warfarin.
Whilst oral warfarin treatment is extremely effective, the drug
has a narrow therapeutic range and severe side-effects at extreme
concentrations. This makes the precise dosing of warfarin an im-
portant concern for clinicians. Unfortunately, warfarin metabolism
differs across individuals based on age, weight, genetics, diet, drug
interactions, and various pre-existing conditions. This makes the
task of accurately dosing warfarin a highly individualised endeav-
our. International standards and dosing protocols have attempted
to formalise the procedure, and software tools exist to assist clini-
cians in making informed dosing decisions, but the high individual
variability of warfarin, and the risk of severe bleeding, makes the
development of more accurate dosing methods a constant prior-
ity. Many studies (see Table 1) have looked at applying statistical
models and machine learning techniques to the problem of indi-
vidualised warfarin dosing, but the datasets are often small and
restricted to a specific population group. This review aims to iden-
tify promising machine learning techniques that can be trained on
a dataset of South African patients. With access to the comprehen-
sive warfarin records provided by the pathology group PathCare
(www.pathcare.co.za), it may be possible to use machine learning
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principles to construct a model for warfarin dosing that reveals
novel insights and offers real benefits to patients in South Africa.

The remainder of this paper is organised as follows: Section 2
provides background information on the drug warfarin, how levels
of anticoagulation are measured, and what the current clinical
practices for warfarin dosing are. Section 3 examines a number of
promising techniques for developing predictive models for warfarin
dosing, based on a review of sixteen studies. Section 4 weighs up
the evidence for including pharmacogenetic factors in predictive
models, despite the drawbacks associated with acquiring genetic
data. Section 5 concludes the review and identifies gaps in the
current literature that suggest interesting avenues for research.

2 BACKGROUND
2.1 Warfarin as an Anticoagulant
The presence of warfarin causes an anticoagulant effect by inhibit-
ing vitamin K-dependent clotting factors. It has achieved popularity
and widespread usage due to its superior bioavailability and rela-
tively predictable onset, but has a very narrow therapeutic range
and poses serious risk of bleeding. Warfarin is administered via
a racemic mixture of both its stereoisomers, R-warfarin and S-
warfarin. S-warfarin is metabolised via the CYP2C9 protein and
has higher potency than R-warfarin. Together, both isomers inhibit
warfarin’s target, VKORC1, limiting its ability to chemically reduce
vitamin K, thus decreasing formation of functionally-active clotting
factors [17]. This metabolism is illustrated in Figure 1.

There are two different phases of warfarin dosing – the initiation
dose, and the maintenance dose. As its name suggests, the initiation
dose is the quantity of warfarin administered to a patient beginning
anticoagulation therapy, whilst the maintenance dose is used to
keep a patient in a therapeutic range once warfarin has already
saturated their system. The initiation dose can be optimised to some
extent with statistical models, but is typically the easier dose to
administer, as patients are monitored regularly and adjustments are
made quickly during the initiation of treatment. Simple algorithms
guide clinicians in administering an appropriate initiation dose [3].
The maintenance dose, however, can be incredibly unpredictable.
At this phase of treatment, the patient is tested very infrequently, so
the maintenance dose must be precisely tuned to keep them within
therapeutic levels. For the most part, studies in warfarin dosing are
focussed on the maintenance dose.

2.2 Individual Variation in Warfarin Response
There is substantial variation in how individuals respond to war-
farin. Many clinical and environmental factors, such as age, race,
weight, height, and smoking status must be taken into account
when determining warfarin dosage. There are also a host of genetic
factors worth considering. Around 40% of the individual variation
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Figure 1: Schematic representation of warfarin metabolism and its mechanism of action. Adapted from Johnson et al. [17]

in dose requirement can be attributed to polymorphisms at only
two genes – CYP2C9 and VKORC1 [18].

There are also many foods and drugs that interact with warfarin.
A 1994 meta-analysis by Wells et al. [45] examined 793 studies to
evaluate the evidence for the interactions of drugs and food with
warfarin. The analysis revealed high levels of agreement across
the studies and 26 drugs and foods were determined to interact
with warfarin, including, but not limited to, a number of antibiotics,
cardiac drugs, alcohol (with liver disease), three drugs that act on the
central nervous system, vitamin K-rich foods, and large quantities
of avocado.

2.3 International Normalised Ratio (INR)
The intensity of anticoagulation in a patient is monitored by mea-
suring prothrombin time (PT), which is the time a patient’s plasma
takes to re-calcify in the presence of thromboplastin [32].

But, thromboplastin varies in reactivity depending on its origin,
so the sensitivity of a particular thromboplastin source is tracked
with the international sensitivity index (ISI). To simplify and stan-
dardise the process of anticoagulant monitoring, the World Health
Organisation established the international normalised ratio (INR)
as a universal reference value [23]. The INR is determined based
on two PT values and an ISI value as follows:

INR =
(PTpatient
PTnormal

) I S I
(1)

where PTnormal is the average of ≥ 20 healthy subjects of both
sexes in the same local test system [32]. In essence, the INR is
the ratio of measured PT to normal PT calculated in terms of the
appropriate ISI for the local test system. INR has become the gold
standard measurement for anticoagulation around the world.

According to the American College of Chest Physicians (ACCP),
the recommended therapeutic range for oral anticoagulant ther-
apy is an INR between 2.0 and 3.0 for most patients [1]. Often,
dosing guidelines specify a specific target INR (e.g. 2.5), instead
of a range, but values within 0.5 INR points of this target are con-
sidered acceptable, as it has been found that using tighter target
ranges for maintenance dosing does not achieve any improvement
in anticoagulation control [28]. This means that, for the purposes
of treatment, any coagulation measures within this ±0.5 range are

equally good. A 2003 study by Gerald et al. [4] describes how mild,
asymptotic elevations in INR can occur and that there existed doubt
about whether the warfarin dosage should be dropped accordingly.
After performing a randomised, controlled trial of 231 outpatients
receiving warfarin, Gerald et al. recommend maintaining the war-
farin dose in asymptotic patients with INR ≤ 3.3 and reducing the
warfarin dose by < 20% for patients with either an INR > 3.3, or an
increased risk of haemorrhage. A final consideration of INR values
is the time a patient spends in the therapeutic range. Clinical stud-
ies consider time in therapeutic range (TTR) as a superior marker
because it indicates a greater stability in the rate of warfarin metab-
olism. The longer patients spend in the therapeutic range, the more
effective their treatment, and the less risk is posed. This makes
TTR a valuable tool to assess the quality of the anticoagulation
treatment [40].

2.4 Traditional Dosing Protocols
Traditionally, warfarin dosing is determined by a clinician on an
individual basis. The dose given is based on medical experience and
observations of the patient, and is adjusted based on the INR values
measured. In most cases, oral warfarin treatment in outpatients
is initiated with a slow-loading regimen that achieves therapeutic
anticoagulation within 3-4 weeks. In cases of acute thrombosis, a
5mg loading dose of warfarin is used to reach therapeutic levels
sooner [20]. Maintenance doses are determined on a case-by-case
basis and adjusted regularly to ensure an INR value in the desired
range. The target ranges vary from 2.0− 3.0 up to 3.0− 4.0 depend-
ing on the presence of mechanical heart valves in the patient [20].
The imprecision and possibility of human error involved in man-
ual dosing has resulted in a concerted effort to (at least partially)
automate warfarin dosing [20].

2.5 Dosing Equations
There are two widely used equations in clinical practice for war-
farin dosing. These are used as a baseline by which to compare
many of the machine learning techniques that follow. Gage et al.
[10] used an exponential function based on age, body surface area,
target INR, whether the patient smokes, whether the patients has
deep vein thrombosis (DVT), whether the patient has a pulmonary
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embolism, whether the patient is African American, whether the
patient takes amiodarone, and whether the patients has polymor-
phisms at three genes. The IWPC [24] used a least-squares linear re-
gression method to develop their pharmacogenetic equation based
on age, height, weight, race, and VKORC1 and CYP2C9 genotypes.
The IWPC equation was made available as a web-based software
tool (www.warfarindosing.org).

2.6 Software-Assisted Dosing
It is now very common for medical staff to make use of a dosing
algorithm to guide their decisions, since they have been found to
increase anticoagulant control [21]. Many also make use of software
tools to guide this process. Computer-assisted dosing not only
increases time spent in the target INR range and reduces the risk of
bleeding, but is more cost-effective too [20]. A 2008 study by Poller
et al. [33] compared the efficacy of computer-assisted warfarin
dosing with dosing by experienced medical staff in a multicenter
clinical endpoint study. They compared the performance of two
computer-assisted dosing programs (PARMA 5 and DAWN AC) to
manual dosing at 32 centres (totalling 13219 patient participants),
and concluded that the computer-assisted dosing was both safer
and more effective than that of the medical staff. A concurrent study
by Jowett et al. [19] compared the cost-effectiveness of computer-
assisted dosing and manual dosing at the same 32 centres, finding
that the computer-assisted dosing was substantially more cost-
effective. Whilst these tools are invaluable to clinicians, there exists
much room for improvement. A 2008 study by McDonald et al.
[27] used a database of 17396 patient’s records to compare the
performance of neural networks with a benchmark of DAWN AC
predictions. Their findings aligned with those of previous papers –
machine learning approaches offer a promise of better results over
the current computer-assisted dosing software.

3 PREDICTIVE MODELS FORWARFARIN
DOSING

This section examines sixteen notable studies on warfarin dose
prediction (Table 1). The term prediction is used to indicate that
the models are trained or built on a large fraction of the dataset
available, but validated on a small fraction. In a sense, the model
tries to predict the dose given to each patient in the validation
set based on the relationships it has found between the final dose
and other factors in the training set. A model that can successfully
predict warfarin doses given to patients in the past can be used to
suggest doses for patients in the future.

3.1 Linear Regression (LR)
Linear regression (LR) is utilised heavily in ten of the sixteen studies
highlighted in Table 1. LR is used to model the relationship between
one continuous dependent variable and two or more independent
variables. It is by far the oldest and most widespread technique in
the studies sampled, with many using it to establish a baseline for
more contemporary approaches to improve upon. An example of
this is seen in the 2004 study conducted by Solomon et al. [39], in
which a simple multivariate linear regression achieved a reason-
able fit (r = 0.800), but was outperformed by a back-propagation
artificial neural network (ANN) (r = 0.823), even at a sample size of

Figure 2: Depiction of a single node/neuron in an artificial
neural network (ANN) (Wikimedia Commons).

only 148 patients, which is considered tiny for supervised machine
learning. In contrast, a 2013 study by Sharabiani et al. [38] found
that multiple linear regression improved performance over previ-
ous models [24] and outperformed support vector regression (SVR)
and artificial neural network (ANN) methods on their dataset of
326 African American patients. A combination of LR with decision
trees, called model-tree (MT) regression, was developed by Quinlan
[34] and extended by Hu et al. [15]. The associated M5 algorithm
builds an LR model for each leaf node, then "prunes" the children
that fail to meet a pre-determined performance threshold. Hu et al.
used this technique to great success in their 2012 study [15] and
found that MT performed comparably to support vectors (SVR) and
other advanced techniques on a dataset of 587 Taiwanese individ-
uals. As found by a number of studies [15, 24, 26, 39, 47], linear
regression is seldom on par with other contemporary techniques
like ANNs and SVR, but may perform well under certain conditions.
For example, Liu et al. [26] note that LR performs as well as SVR,
BART, and MARS in the Asian component of their cohort. Whilst
linear regression is an invaluable tool in model creation, it appears
to be better suited as a baseline against which to compare machine
learning techniques (especially in the absence of a reliable clinical
dosing control).

3.2 Artificial Neural Networks (ANNs)
Artificial neural networks (ANNs) are the second most common
technique employed by the studies in Table 1, with eight out of
sixteen studies making use of them. ANNs are a data structure
comprised of interconnected nodes that simulate the form of a bio-
logical brain using mathematical functions. Simply put, each node
(or neuron) is comprised of the following elements: one or more
input connections with distinct values, x1,x2, ...,xn ; a set of rela-
tive weights for those input values,w1,w2, ...,wn ; a single output
signal, oj ; and a set of output connections. Each input connection
has its own distinct value, xi , and its own distinct weight,wi ; but
every output connection carries the same output signal, oj , to many
other nodes in the network (see Figure 2). The weightings allow
each node to alter the relative importance of each input value. In
a simple ANN, the node uses a summation function to sum up
the dot product of each value-weight pair, (xi ∗wi ), and produce
a single number. This number is usually passed directly into the
transfer function, which compares the value to a threshold and
returns a corresponding output. The output of the transfer function
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Table 1: Comparison of notable studies on warfarin dose prediction.

Year Researchers Factors Population Size Train/Test Techniques

2004 Solomon et al.[39] CLN Israeli 148 70/30 ANN, LR
2007 Miao et al.[29] CLN + PHCG Chinese 178 * LR
2008 McDonald et al.[27] CLN Multiethnic (DAWN dataset) 17396 60/40 ANN, ARMAX
2008 Schelleman et al.[35] CLN + PHCG Caucasian + African American 259 * LR
2009 Klein et al. (IWPC)[24] CLN + PHCG Multiethnic (IWPC dataset) 5052 80/20 ANN, LARS, LASSO, LR,

MARS, MT, RT, SVR
2009 Wadelius et al.[44] CLN + PHCG Swedish 181 70/30 LR
2010 Harada et al.[13] CLN + PHCG Japanese 97 * LR
2010 Le Gal et al.[25] CLN Canadian 324 * LR
2011 Cosgun et al.[9] CLN + PHCG African American 290 * RFR, BRT, SVR
2012 Hu et al.[15] CLN Taiwanese 587 * B&V, kNN, MLP, MT, SVR
2013 Sharabiani et al.[38] CLN African American 326 80/20 ANN, LR, SVR
2014 Grossi et al.[11] CLN + PHCG Caucasian 377 50/50 ANN + TWIST
2014 Isma’eel et al.[16] CLN + PHCG Lebanese 174 50/50 ANN, LSM
2014 Zhou et al.[47] CLN Chinese (CLIATHVR) 1093 75/25 ANN, LR
2015 Liu et al.[26] CLN + PHCG Multiethnic (IWPC dataset) 4798 80/20 ANN, BART, BRT, LASSO, LR,

MARS, RFR, RT, SVR
2015 Sharabiani et al.[37] CLN Multiethnic (IWPC dataset) 4237 50/50 RVM, SVR
CLN = Clinical, PHCG = Pharmacogenetic. * = undeclared or unavailable. Technique abbreviations are explained throughout section 3.

is often scaled and limited to keep the value within a strict range.
The ANNs of concern to warfarin dosing are those with the ability
to learn. These usually possess a learning function, which modifies
the weights on the inputs appropriately, and an error function that
calculates the difference between the current output and the desired
output. The goal of learning is to minimise these errors. This error
value (or some scaled form of it) is often back-propagated back to
previous layers of the network, so that weighting values of multiple
nodes can be updated appropriately before the next learning cycle.
Unlike biological neural networks, ANNs group neurons/nodes into
layers, with connections running between each. Even the simplest
ANNs contain at least three layers – an input layer to receive data
from the source files, one or more hidden layers that feed data
forward, and an output layer that feeds information back to the
outside world [5].

Sharabiani et al. successfully implemented a warfarin dosing
algorithm using an ANN in their 2013 study [38]. Their network
consisted of two hidden layers and made use of back-propagation
to calibrate the weights, but was found not to outperform support
vector regression (SVR) and linear regression (LR) on the same
dataset of 326 African Americans. This may have been due to the
limited size of the dataset. Conversely, Zhou et al. compared an
ANN with linear regression in a 2014 paper [47], in which they sim-
ply implemented the neural network toolbox in Matlab 7.1. Zhout
et al. found that the dose prediction of their ANN was superior to
that of an LR model across dose ranges on their dataset of 1093 Chi-
nese patients with heart valve replacements. They attributed this to
greater fault-tolerance in ANNs. Liu et al. conducted a 2015 study
[26] on 4798 individuals from the multi-ethnic IWPC dataset[46],
and evaluated an ANN against eight other techniques for warfarin
dose prediction, finding that it performed worse than linear regres-
sion across dose levels, but outperformed LR at lower dose levels

and in some ethnicities. Whilst they concluded that ANNs produce
a reasonably good model for warfarin dosing, their results suggest
that SVR, RFR, RT, BART, LASSO, and MARS are all more promising
avenues. Their findings hold more weight given the comprehen-
siveness of their methodology and the large size of their dataset,
but they fail to provide detail on the exact implementation of their
ANN, suggesting there may still be room for optimisation. In fact,
Hu et al. implemented a multi-layer perceptron (MLP) neural net-
work in a 2012 study [15], which found it to perform almost as well
as k-nearest neighbours (kNN) and model tree (MT) approaches.
They also found that it benefited more from the extension technique
known as Bagging (see Section 3.8) than any of the other techniques.
Indeed, Bagged MLP was one of the highest performing ensemble
methods in their entire study, with an average mean absolute error
(MAE) of only 0.216.

Despite widespread use of ANNs in many studies, no notable
publications have been submitted on the topic of deep learning –
using ANNs with many more hidden layers – for warfarin dosing.
A recent article by Ching et al. [7] describes the mismatch between
individuals skilled in deep learning and individuals well-versed in
biological and medical fields. They note specifically for the case of
warfarin dosing that a lack of standardisation is a challenge for deep
learning experts, as many informed data processing steps must be
executed before algorithms can be applied. This suggests that deep
learning is an avenue worthy of investigation in the future.

3.3 Support Vector Regression (SVR)
Support vector regression (SVR) was utilised in six of the sixteen
studies highlighted in Table 1. Support vector classification was
originally described by Vapnik in 1998 [42]. The support vector
machines (SVMs) that underpin this technique simply apply a linear
method to the data, allowing unseen examples to be assigned to one
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Figure 3: Depiction of a hyperplane and two support vectors
classifying data in a two-dimensional feature space, from
Sharabiani et al[37].

of two classes based on a derived model. The algorithm plots data
points (vectors) from two distinct classes in a feature space, then
separates them with a boundary called a hyperplane. The support
vectors are data points closest to the opposing classes, encapsulating
the hyperplane and defining a margin between the classes. The
algorithm is primarily concerned not with the hyperplane itself,
but with these support vectors (Figure 3).

The true value of support vector machines is that they can be
extended into higher-dimensional space through the use of ker-
nel functions (Figure 4). One of the simplest kernel functions, for
instance, is a linear one: K(x ,y) = x ∗ y. By increasing the dimen-
sionality of the feature space, support vector machines can be used
to accurately classify complex data points with any number of
features [12]. Optimisation of classification requires a loss func-
tion, and the use of certain loss functions allows support vector
machines to be used for support vector regression (SVR) [14]. The
performance of an SVM can be optimised by tuning its parameters
through a technique known as K-fold cross validation, where K is
some integer.

Cosgun et al. made use of SVR in their 2011 study [9], in which
they used the statistical program R to implement SVR through the
e1071 package. Their C and γ parameters were calibrated via five-
fold internal cross-validation (CV) within the training set, and ϵ was
constrained after optimisation of the aforementioned two. Whilst
they found that their SVR outperformed models in previous studies
(e.g. Klein et al. [24]), this was specifically on an African American
cohort of only 290 individuals. Moreover, they found that SVR was
not as effective as random forest regression (RFR) on that dataset.
Hu et al. found in their 2012 study [15] that SVR outperformed
k-nearest neighbour (kNN), Multi-layer perceptron (MLP) neural
network, and model-tree regression (MT). The ensemble method of
Bagging (see Section 3.8) was found to increase the performance
of SVR further, with Hu et al. concluding that Bagged SVR and
Bagged Voting with four classifiers were the two best prediction
models for their dataset of 587 Taiwanese individuals. In contrast,

Figure 4: Illustration of the higher-dimensional mapping of
data from input space to feature space in a support vector
machine (Wikimedia Commons).

the 2013 Sharabiani et al. study [38] compared both SVR and ANN
methods with linear regression on an African American cohort of
326 individuals, finding that SVR was less effective than their linear
regression models. Despite this, Liu et al. found in a 2015 study
[26] that SVR outperformed linear regression on 4798 individuals
from the multi-ethnic IWPC dataset[46]. Given that the cohort in
this study was both larger and more diverse than the cohort in the
Sharabiani study [38], it would stand to reason that SVR is still a
promising method. However, Liu et al. note many other techniques
that perform at least as well as SVR on the same dataset. There
are some notable limitations of SVR as identified by Sharabiani et
al. [37]. Firstly, as the number of data points in the training set
grows linearly, the number of support vectors grows linearly with
it. Secondly, SVR provides hard boundary decisions, but it would be
useful (in the case of warfarin dosing) to have a level of certainty
associated with each new data point. Thirdly, cross-validation (CV)
is required to estimate the complexity parameter. Relevance vector
machines (RVMs) are an attempt at overcoming these concerns.

3.4 Relevance Vector Machines (RVMs)
Relevance vector machines are sparse Bayesian learners, meaning
they make use of a probabilistic Bayesian learning framework. This
can make them more efficient than support vector machines. RVMs
provide the value of probabilistic predictions, but have other benefits
like automatic estimation of nuisance parameters, and the facility to
utilise non-Mercer kernels [41]. They have the identical functional
form to support vector machines and can thus be used for both
classification and regression.

Sharabiani et al. [37] found that relevance vector machines
(RVMs) were effective at classifying patients into those requiring
> 30mg per week and those requiring < 30mg per week. Thereafter,
they used different linear regression models to predict exact doses
for each class of patient. Sharabiani et al. found that this biphasic
approach was 15% better than the IWPC model[24] on the IWPC’s
dataset[46] of over 4000 multi-ethnic individuals.

3.5 Regression Trees (RTs)
Regression trees (RTs) were much less common in the literature,
with only three of the sixteen studies in Table 1 making use of them.
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Figure 5: A very simple decision tree, showing classification
of shapes (Wikimedia Commons).

RTs are a class of decision tree – a decision support tool that uses
a tree-like data graph that models an algorithm containing only
conditional ("if") statements (see Figure 5). The primary advantage
of RTs is that they accept continuous values as target variables,
whichmakes them useful in warfarin dose prediction. The ensemble
method of Boosting (see Section 3.8) was used by some studies to
increase accuracy.

In 2011, Cosgun et al. [9] found that boosted regression trees
(BRTs) outperformed algorithms in published reports at the time
[24], but did not perform as well as random forest regression (RFR)
on their dataset of 290 African Americans. Moreover, Liu et al. sup-
ported this finding in their 2015 study [26] on 4798 individuals from
the multi-ethnic IWPC dataset, in which the boosted regression
tree (BRT) method outperformed linear regression and was one of
the most effective of the nine techniques they compared. In that
same study, Liu et al. also implemented a Bayesian additive regres-
sion tree (BART), which was one of the top-performing approaches.
BART uses a non-parametric Bayesian regression approach to sum
a collection of weak learners (decision trees) to make a single strong
learner. It is distinct from random forest regression (RFR) in that it
constrains each tree using a regularisation prior, as per Bayesian
reasoning [8].

3.6 Random Forest Regression (RFR)
The random forest algorithm is used to improve the robustness of
decision trees. Instead of a single tree modelling the data, a collec-
tion (or forest) of different trees is generated and the average of their
outputs is used to give an accurate prediction. The random forest
approach is popular for its ability to maintain accuracy despite
missing data, its tendency to not overfit the model to the dataset,
and its propensity for large, multi-dimensional datasets. Random
forest regression (RFR), however, is less effective than the random
forest classifier. RFR also suffers from the "black box" problem –
there is little control over the workings of the model. Often, only a
single tuning parameter exists [9].

Cosgun et al. evaluated random forest regression (RFR) in their
2011 study [9] on 290 African Americans. Their algorithm used a
bootstrap-based cross-validation (CV) approach (see Section 3.8),
both as a performance booster and to prevent overfitting to the
dataset. They found that RFR outperformed boosted regression

trees and support vector regression, and achieved an average R2
value of 0.664, compared to the IWPC model[24] at R2 ≈ 0.275.
In the comparison of nine methods on the large, diverse IWPC
dataset[46] by Liu et al. [26], RFR outperformed linear regression at
all dose ranges, and performed comparably to boosted regression
trees (RTs).

3.7 Multiple Adaptive Regression Splines
(MARS)

The multiple adaptive regression splines (MARS) technique was
utilised in only two of the studies from Table 1. MARS is a statis-
tical modelling technique and is largely considered an extension
of linear models that allows non-parametric regression. It is often
able to outperform simpler regression techniques as it automati-
cally models non-linearities and interactions present in the dataset,
making it more flexible.

The IWPC study[24] that included MARS did not provide direct
comparisons to other algorithms, but in the 2015 study [26] by Liu et
al., MARS demonstrated the best performance of all nine methods
investigated. This is notable, both because Liu et al. compared
MARS to many highly-effective techniques, and because they made
use of a large (N=4798) and highly-diverse cohort. However, due
to the limited evidence for its effectiveness, it still requires more
investigation as a technique.

3.8 Ensemble Methods
Boosting is a meta-algorithm that reduces bias and variance in
supervised learning [6]. It can be used, as in the case of regression
trees (RTs), to convert weak learners to strong ones. Boosting was
used successfully by Cosgun et al. [9] and Liu et al. [26] to improve
the performance of their regression trees.

Bagging (or bootstrap aggregating) is a homogeneous ensemble
technique that reduces variance and the likelihood of overfitting
[15]. Bagging generates multiple sample datasets through repeated
sampling (with replacements) from the training dataset. Each of
the derived datasets can then be used to build a distinct model. The
average of each model’s prediction is accurate more often than
any of the individual predictions [30]. Bagging can be applied to
virtually any prediction model.

Voting is a technique that combines the predictions of multiple
models. Each model is trained on the dataset independently and
assigned a weight based on its prediction accuracy. A combination
rule uses the combined predictions and their weightings to produce
an overall prediction [15].

Notably, Hu et al. combined both Bagging and Voting (B&V in
Table 1) by using voting as the base classifier bagging extension,
which they called "Bagged Voting" [15]. Bagging alone was able to
improve the performance of their multi-Layer Perceptron (MLP) and
Support Vector Regression (SVR) techniques, and "Bagged Voting"
produced extremely low MAE and δ (E).

While Boosting and Bagging are both successful, Opitz et al. [30]
note that while Bagging is nearly always more accurate than using
a single model, it is occasionally much less accurate than Boosting.
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4 PHARMACOGENETIC AND CLINICAL
APPROACHES

As illustrated in Table 1, all notable studies on warfarin dose predic-
tion use one of two factor classes to develop models – either only
clinical factors (CLN), or both clinical and pharmacogenetic (CLN
+ PHCG) factors. Common clinical factors include age, body mass,
height, other medications the patient is taking, whether or not the
patient smokes, and what other diseases the patient suffers from.
Pharmacogenetic factors include all the genotypes for each of the
SNPs (single nucleotide polymorphisms) associated with warfarin
metabolism and interaction. The two most notable of these are
found in CYP2C9 and VKORC1, which explain approximately 40%
of the individual variation in dose requirement [18]. Whilst many
studies have reported improved model performance when using
both clinical and pharmacogenetic factors [24, 29, 31, 36, 43], there
is doubt as to whether genotype-guided (pharmacogenetic) dosing
is actually clinically beneficial [2, 3, 15, 22]. Genetic testing is still
very expensive, takes additional time and resources, and is unavail-
able in many parts of the world [15]. It is therefore important to
consider whether the advantages (if they exist) of including phar-
macogenetic data in models outweigh the potential disadvantages.

A 2005 study by Sconce et al. [36] discussed how previous dosing
algorithms did not account for genetic and environmental factors.
They studied age, body size, and the CYP2C9 and VKORC1 geno-
types in 297 patients with stable anticoagulation and INR in the
range 2.0 − 3.0. They found that age, height, and CYP2C9 geno-
type contributed to S-warfarin clearance, but only age and body
size contributed to R-warfarin clearance. Similarly, a 2007 study
by Miao et al. [29] assessed the contribution of VKORC1, CYP2C9,
age, body size, and weight on warfarin dose required by a Chinese
cohort of 178 patients, finding that all but body size had a signifi-
cant impact on required warfarin dose. This was further supported
when Wadelius et al. [43] found that, when accounting for mul-
tiple testing and linkage disequilibrium, the genes CYP2C9 and
VKORC1 had statistically significant association with warfarin me-
tabolism in 201 patients. However, they also noted the importance of
non-genetic predictors like age, bodyweight, and drug interaction.
Notably, a 2007 randomised trial by Anderson et al. [3] compared
genotype-guided and standard warfarin dosing in 206 patients ini-
tiating anticoagulation treatment. Whilst they did find that the
pharmacogenetic algorithms improved the accuracy and efficiency
of warfarin dose initiation, there was no resulting reduction in
out of range INRs observed in the patients. This suggests that the
benefits of pharmacogenetic factors may be limited to the initiation
phase, without extending a measurable benefit in the more impor-
tant maintenance phase. Most significantly, a 2009 publication by
the International Warfarin Pharmacogenetics Consortium (IWPC)
[24] used clinical and genetic data from 4043 patients in the IWPC
dataset[46] to compare dosing algorithms that used only clinical
data with those that used both clinical and genetic data. Averaging
the results across SVR, RT, MT, MARS, LARS, and Lasso, in addi-
tion to linear regression, they found that adding pharmacogenetic
factors increased the predictive effectiveness. More recently, Pirmo-
hamed et al. [31] detailed a randomised trial of pharamacogenetic
dosing of warfarin. They compared standard dosing protocols to
genotype-guided protocols for initiation of warfarin therapy in 455

patients split into case- and control- groups, finding that pharma-
cogenetic dosing lead to a higher percentage of time spent in the
therapeutic range. Despite this, a 2009 meta-analysis by Jonas et
al. [18], which evaluated the current evidence for pharmacogenetic
dosing algorithms by reviewing over 20 papers, concluded that the
potential clinical benefits were still unclear. Finally, a 2013 paper
by Kimmel et al. [22] compared pharmacogenetic algorithms and
clinical algorithms for warfarin dosing, noting that the clinical util-
ity of genotype-guided dosing of warfarin has only been tested
in small clinical trials or observational studies, with "equivocal re-
sults." Their study recruited 1015 patients and compared the time
the INR was in the therapeutic range from days 4 to 28 of warfarin
therapy. They concluded that genotype-guided dosing of warfarin
did not improve anticoagulation control during the first 4 weeks of
therapy.

In summary, it is apparent that there is still no consensus about
whether or not pharmacogenetic factors provide notable benefit
to the model. More advanced machine learning approaches have
produced significant gains in performance over previous models,
despite many of them [15, 27, 37–39, 47] not incorporating any
pharmacogenetic factors whatsoever. There is also doubt about
whether or not the benefits of pharmacogenetic factors observed
in models of initiation dosing translate to maintenance dosing [3].
It therefore seems that a better approach to improving warfarin
prediction is found in making superior use of the data available.

5 CONCLUSIONS
Linear regression (LR) is a useful tool in analysing any dataset,
but is not as fault-tolerant as other techniques. It has been used
across many studies as a baseline against which to compare new
methods, but is not a promising avenue in and of itself. Artificial
neural networks (ANNs) have a good deal of promise, but often fail
to outperform linear regression. Multi-layered perceptrons (MLPs)
are one path to improving neural network performance, and deep
learning may be another. Support vector regression (SVR) also ex-
hibited notable performance across a number of studies, but has
some limitations. Ensemble techniques improve SVR performance
considerably, and adaptation to relevance vector machines (RVMs)
overcomes many of the limits SVR encounters. Specifically, rele-
vance vector machines (RVMs) were found by one study to provide
an effective means of classifying patients into two classes before
more specialised models were applied. This approach could be
used to further improve performance on almost any technique that
responds poorly to highly-varied data. Boosted regression trees
(BRTs) and Bayesian additive regression trees (BARTs) performed
exceptionally well across various studies and offer a viable path
to improving warfarin dose prediction. Random forest regression
(RFR) was used in two studies with high levels of success, and is an-
other promising avenue for optimisation. Finally, multiple adaptive
regression splines (MARS) saw superb performance in one study,
but requires more research.

At present the literature is comprehensive and diverse, but there
are still many potential gaps for interesting future research. Many
suspect that the use of pharmacogenetic factors in models improves
accuracy, but with the high expense and low availability of genetic
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tests in developing regions, there is room for more work in produc-
ing models of high precision using only clinical factors. Moreover,
the datasets used to train dosing algorithms are exclusive to regions
in the developed world, like the United States, Europe, and China,
but are used throughout the world. This means that regions of dif-
fering ethnicity, such as South Africa, may experience better results
from a model trained on a local cohort. In addition to this, training
models on the local PathCare dataset may result in entirely novel
results being obtained. Finally, one of the most promising gaps in
the literature is the topic of deep learning, which has of yet seen no
application in warfarin dosing. Given the tremendous effect deep
learning has had on other fields, it seems quite likely that it may
still offer accuracy gains in the context of warfarin dosing.
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