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ABSTRACT
The application of data mining algorithms to social media data presents interesting opportunities to researchers and businesses alike. However, extracting useful information from the results of the algorithms can often be difficult and tedious. Setting up and maintaining an environment that’s capable of analyzing large amounts of data can also be complicated. This paper presents a system that makes the analysis of Twitter datasets convenient, and makes it easy to extract meaningful information by creating useful visualizations of the results. An iterative, user-centered design process was followed to create the system’s interface. The interface was tested with potential users. Some problems were identified and rectified. Overall, the interface was found to be easy to use, convenient, and useful. Possible areas for improvements and extensions to the system are also identified.
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1 INTRODUCTION
1.1 Project Significance
Social media has become an integral part of society, and generates massive amounts of data on a daily basis [1]. By employing data mining techniques on these datasets, researchers and businesses can gain valuable insight into the dynamics of online communities and individual users. These insights include: detecting implicit groups and communities, discovering interesting associations between topics, identifying influential people in online communities, understanding the evolution of the network, and determining user sentiment towards certain topics [1].

Unfortunately, the analysis of large amounts of social media data requires significant amounts of processing power, which can often be costly to both researchers and businesses. Maintaining a cluster of your own, or renting a cluster on a permanent basis from providers such as Amazon Web Services (AWS) is an expensive exercise. Additionally, extracting meaningful information from the results of the analysis can be a time-consuming and tedious process. Therefore, having a system that displays the results in an organized manner and with helpful visualizations that can easily be analyzed, will be convenient and time-saving. When the presentation of the data mining output is combined with automatic job-management and resource-management, this system will assist in solving the major problems faced when mining social media data.

1.2 Project Aims
The project aims to develop a system that allows for the easy perusal and analysis of large amounts of social media data (specifically Twitter data) by presenting the results in an organized and meaningful manner. This system will also automatically handle the resource- and job-management tasks that are required to mine the Twitter data. As a whole, the system will perform Information Retrieval (IR) and Association Rule Mining on the provided data, and present these results to the researcher using tables and useful visualizations. The Information Retrieval and Association Rule Mining components of this system are not part of this paper, which will focus on the user interface, work flow, and visualizations of the system. The main users of the system will be researchers who are interested in the analysis of Twitter data. The main concern for both the front-end and back-end of the system is the scalability of the functionality. More detailed requirements are given in Section 3.

1.3 Structure of Report
Section 2 discusses a few existing projects and papers that are relevant to this project. Then Section 3 describes the process followed to gather the system requirements and what these requirements are. This is followed by a description of the design and implementation process in Section 4. Section 5 describes the final user interface and system design. Section 6 discusses the evaluation techniques used, and the results obtained from the evaluations. The paper finishes with a discussion on ethics in Section 7, conclusion in Section 8, and a discussion on future work in Section 9.

2 BACKGROUND AND RELATED WORK
2.1 Data mining interfaces
2.1.1 Cluster-based data mining systems with job- and resource-management. One of the most popular open-source data mining software platforms is WEKA 1 [10]. Talia et al. [11] describe an extension to the WEKA system, called Weka4WS 2. This extension was made to support distributed data mining on grid environments. The system utilizes the Web Services Resource Framework (WSRF

1https://www.cs.waikato.ac.nz/ml/weka/
2http://scalab.dimes.unical.it/weka4ws/about/
to achieve this. This framework includes certain standards that handle resource allocation and work flow management. This is done with the help of components and properties such as Service Groups, Resource Lifetime, Resource Properties, and Job Properties. The system is divided into user-nodes and computing-nodes. Different Weka4WS clients are installed on the user- and computing nodes. The system coordinators how resources are divided between the different client jobs, and notifies users whenever there’s a change in the state of their active jobs. This is a good example of a distributed framework operating in a peer-to-peer network environment. This contrasts with the system described by Medvedev et al. [12] (DAMIS), which is hosted on a central Web server, which also contains the online data repository. This is different from the Weka4WS system, where the client-nodes are responsible for storing the data once it’s been processed. The DAMIS system constructs scientific work flows for the data mining process, and lets users view and edit the process through the use of a drag and drop interface. This also contrasts with the Weka4WS system, where most of the back-end work flow management is closed off to the user. The centralized server-client architecture of the DAMIS system means the system is divided into two logical units, namely the Graphical User Interface (GUI) and the Computational Service Component (CSC). Communication with these components is achieved through the use of SOAP (Simple Object Access Protocol) messages. Unlike the Weka4WS system, all job scheduling and resource allocation is performed by the CSC. The CSC is also the gateway for communicating with a separate computer cluster, which is used to execute the data mining jobs. The most important components in the CSC are the Service Request Listener and Batch Job Invoker. The Listener receives the data, as well as the job parameters. Once it has determined that the parameters aren’t faulty, it sends a request to the Batch Job Invoker and waits for the job to be completed. The DAMIS system’s architecture was a good starting point for the design of this paper’s system, because of the centralized nature, and the usage of a separate cluster environment.

### 2.1.2 Social media data mining interfaces.

Zhang et al. [2] developed a pattern based topic detection and analysis system that analyzes tweet-like data from the Weibo website (a Twitter-like platform in China). The system is called PTDAS. It consists of three sub-processes, namely the data acquisition, the topics detection/analysis, and the topics presentation. Like the system described in this paper, the PTDAS system utilizes Hadoop as part of its storage system, but uses Spark instead of Hadoop for the data mining jobs. The system provides a good example of what the system architecture and work flow functionality of a social media data mining system looks like. The front-end, however, wasn’t a Web interface. For an example of a system that analyzes Twitter data and displays the results in an Ajax-based HTML dashboard, we look at the system described by Wang et al. [3]. It is a system that analyzes Twitter data in real time to do sentiment analysis of the 2012 United States presidential election cycle. They built their system on the IBM InfoSphere Streams platform. The dashboard displayed graphs that depict the volume of tweets related to a candidate, as well as the sentiment towards a candidate.

### 2.2 Visualizations

Couturier et al. [4] developed a system that lets users run Association Rule mining algorithms, and then presents the results in a clustered 3-D (3 dimensional) visualization (see Figure 1).

![Figure 1: Example of how association rules are presented in a 3D bar-graph [4]](image)

Hahsler [5] presented an interactive system based on R (a software environment for statistical computing and graphics). He described three main methods for visualizing association rules, which served as the main inspiration for the visualizations used in this project. These strategies are displayed below in Figure 2. The scatterplot in Figure 2 (a) provides an easy way of spotting outliers in the data mining results. The grouped matrix visualization (Figure 2 (b)) represents the support of the association rule using the size of the square where the two itemsets intersect. The network graph in Figure 2 (c) is a useful method for detecting groups of rules that are implicitly related.

![Figure 2: The main visualization components: a scatterplot, matrix visualization, and network-based visualization [5]](image)

### 3 REQUIREMENTS ANALYSIS

#### 3.1 Process

When the project was started, the initial requirements were gathered by sending surveys to three potential users of the system. They were two UCT postgraduate Computer Science students and...
a postgraduate Engineering student from UCT who had worked with data mining systems before. They were chosen because of their prior experience and for the sake of convenience. The survey posed questions such as: What kind of information would they expect to see on the home screen of a data mining interface? What is the process for running queries and kicking off jobs in these systems? How are the data mining results usually displayed? From their responses, we gained useful insight into what users would expect from the system and what kind of functionality needed to be built.

3.2 Result
The following front-end requirements were agreed upon:

- Each user must have their own profile and not have access to the datasets and jobs of other users.
- The interface must provide a method for users to upload datasets to the server.
- Users must be able to see a list of ongoing and completed jobs.
- The system must display an estimate of when a job will be finished.
- The interface should provide a method for ring-fencing the data through the execution of queries. These queries include searching for hashtags, usernames, or individual words.
- Data mining results have to be displayed in a table format, with filtering and sorting options on the tweet content, the support levels, and the confidence levels.
- The interface must provide useful visualizations of the rules generated from the Association Rule mining.

The use case diagram (Figure 3) summarizes the system’s functional requirements.

![Use case diagram](image)

Figure 3: Use case diagram

4 DEVELOPMENT STRATEGY

4.1 Development Team
The project team had three members: Matt Young, Eric Dai, and Pieter van der Walt. All three are Computer Science Honours students at the University of Cape Town. Matt Young developed the algorithms for indexing and performing Information Retrieval on the Twitter dataset. Eric Dai developed the algorithm that performs Association Rule mining on the dataset. Pieter van der Walt developed the front-end for the system, which handles the separate user profiles, lets users create data mining jobs, as well as view the results in a table format and in terms of useful visualizations.

4.2 Development Methodology
The project consisted of a small team, and had strict time constraints. It also featured a front-end that needed to be usable. Because of this, the Rapid Application Development (RAD) method was chosen and applied throughout the project [6]. The key objective of RAD is high quality systems, fast development and delivery, and low costs [6]. When designing a user interface, the RAD method promotes an iterative, user-centered design process. User-centered design is a broad term used to describe design processes in which end-users are involved early in the design process in order to influence how a design takes shape [7]. This ensures that the system is developed in accordance with user expectations and needs. Instead of trying to design an interface from scratch and presenting it to users at the end of the project, developers create prototypes and present these to users. The users then comment on the prototypes, the developer makes the changes, and then presents the revised version. This iterative process prevents the wastage of time and other resources when developers need to make changes to the actual system instead of a simple prototype.

4.3 Development Environment and Tools
The user interface is a Web-based interface and was designed to be used in popular Internet browsers such as Google Chrome, Safari, and Firefox. This is because they are used by the largest percentage of the population [8]. A Web-based interface was chosen because it is the most convenient way for users to access the system. The interface required a front-end as well as a back-end server. The server starts up the cluster (Amazon Web Services Elastic MapReduce 5 cluster) and uses the Information Retrieval and Association Rule mining components of the project to run jobs on the cluster. It also acts as the intermediary between the front-end and the cluster. To implement the server-client setup, the NodeJS 6 server environment was utilized. NodeJS is a free, open-source Javascript runtime environment that can run on various platforms (Windows, Linux, Mac OS). It was chosen because the fact that the server is also written in Javascript made the communication between the front-end and the server easy and convenient. This reduced the amount of research and skill development that was needed before the system could be developed. Additionally, NodeJS has a built-in package manager (NPM 7). This allows for many useful open source libraries/packages to be easily incorporated into the project. This

---

5 [https://aws.amazon.com/emr/](https://aws.amazon.com/emr/)
6 [https://nodejs.org/en/](https://nodejs.org/en/)
7 [https://www.npmjs.com/](https://www.npmjs.com/)
includes packages that allow for the easy manipulation of the file system, communication via sockets, communication with a NoSQL server, as well as encryption libraries, and useful graph libraries. The front-end was written in HTML (Hypertext Markup Language 3), but a templating engine called Jade was used because it made the writing of the HTML code easier and was automatically included in the NodeJS setup. The styling of the front-end was done using CSS (Cascading Style Sheets 5). The communication with the server was done using asynchronous Ajax requests. Javascript was also used in the front-end to render dynamic content and send/receive communications to/from the server. A document store database called Couchbase 10 was used to hold the user profile data, as well as handle session storage. This type of database was chosen because it can handle large amounts of unstructured and semi-structured data. NPM also had a package that made the integration of the Couchbase server easy and convenient.

4.4 Development Cycle

4.4.1 Initial Prototyping. After gathering the initial requirements, the prototyping phase was started. During the project’s prototyping phase, two high-fidelity prototypes were developed and presented to potential users. Once the comments on the second prototype had been integrated, a third prototype was built, which was used as a model while building the interface. High-fidelity prototypes were developed because the interface consisted of many interactive components that would have been harder to simulate using low-fidelity prototypes. The prototypes were developed with a program called Pencil Project 11, which is a free and open-source GUI (Graphical User Interface) prototyping tool. The program was easy to learn and use, which meant that even though they were high-fidelity prototypes, developing the prototypes didn’t take much longer than low-fidelity prototypes would have taken. With each iteration, the user’s comments were incorporated into the next iteration, thereby refining the interface to be as usable as possible. These comments are discussed in Section 6.

4.4.2 First functional interface version. After the prototyping, the interface was developed according to the final prototype. Certain aesthetic changes were made to make the interface similar to other UCT websites in terms of colour scheme. Additionally, there was a problem with the implementation of one of the graphical representations of the Association Rules. The matrix visualization (see Figure 2: b) consisted of discrete values (as opposed to continuous values) on its axis, namely the right- and left hand itemsets of the association rules. No browser-compatible graphing library could be found that had this functionality. Google Charts, for example, only allows for one axis to consist of discrete values, while the other axis has to be continuous. For this reason, the visualization was replaced with a chord diagram.

4.4.3 Interface redesign. Though I had not realized it, the interface had a task-centric design, where the interface layout prioritized making tasks available to the user in a central location. However, most data mining systems adopt a data-centric approach for the user interface, because the data is the most important component of the system. In the data-centric approach, the interface’s main priority is showing the user the available data, and letting them access the various tasks through the datasets, instead of grouping all the tasks together. The changes that were made are discussed in Section 6.3.

4.4.4 Usability testing. When the interface was complete, user testing was performed to evaluate its usability. Before the main testing, a pilot test was done to ensure that there were no problems with the test format and to check that all the instructions were clear. During the testing, the system’s purpose was explained to the testers, and if they were not familiar with association rules, they were given an explanation. This is because it’s important to understand the concept before trying to interpret the interface’s visualizations. The testers were given a list of tasks to complete on the interface. The tasks were designed to cover every piece of functionality that the interface offers. The task list included tasks such as creating a profile, logging in, logging out, editing profile settings, uploading a dataset, creating a new job, viewing the table-based results of a job, manipulating the results using the sorting and searching functionality, and interpreting the visualizations of the association rules. The amount of time taken to perform the tasks, as well as the number of mistakes made while performing the tasks were recorded. The users were asked to think out loud and mention if anything on the interface seemed unclear or confusing. These comments were also recorded and are discussed in Section 6. After the test, users were also asked to complete a questionnaire that rated the interface based on Nielsen’s Heuristics. Nielsen’s Heuristics are ten measures that are commonly used in the Human Computer Interaction (HCI) field to measure an interface’s usability [9]. The testers consisted of five Computer Science honours students, and five Computer Science students who were at the Masters or PhD level. They were chosen because they fall into the category of people who would utilize a system like this, and also because of convenience and the project’s time constraints.

5 SYSTEM DESIGN

5.1 User interface

The final user interface’s design can be seen in Figures 4 to 11. When a user logs in, they are shown a list of their active and completed jobs (Figure 5). On the Datasets tab (Figure 6) they can view their available datasets and upload new ones. When a user views the Information Retrieval results of a completed job, they are presented with Figure 7. Note that in these images an IBM dataset was used for testing purposes, hence the numbers instead of words in the document content. When a user wants to view the Association Rule results, they are presented with Figure 8. They can sort the results according to any field in the table, and also apply filters and adjust the rule priority slider. The Association Rule priority slider that can be seen in Figure 8 is used to determine which Association Rules to send from the server. This was needed because a job could potentially return thousands of rules, and it would be more resource-efficient and useful to the user to only send the most significant rules to the client-side. If the slider is all the way on the “Support” side, the significance of the rules will only be determined by their
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support levels. The same concept applies if it was positioned all the way on the 'Confidence' side. Figures 9, 10, and 11 demonstrate the visualizations of the association rules that are available to the user.

The scatterplot in Figure 9 has the support levels on the horizontal axis, and the confidence levels on the vertical axis. When a user hovers over a dot on the scatterplot, it will display the rule’s content, as well as its exact support and confidence level. This visualization makes it easy to spot outliers that have a high confidence level, as well as a high support level. The chord diagram in Figure 10 splits the rules into their respective left-hand side and right-hand side itemsets. These itemsets are then placed around the circle’s parameter. When a rule exists that binds two itemsets together, it is represented in the form of a chord between the two itemsets. The higher the support level for the rule, the thicker the chord will be. This visualization makes it easy to spot itemsets that form part of many different sets of rules. This is more difficult to spot when viewing the rules in the form of a table. When a user hovers the mouse over a specific itemset, the graph will adjust to display only the itemsets that are connected to the itemset that’s being hovered on. The network graph in Figure 11 represents itemsets as nodes on the network, and rules between itemsets as edges between the nodes. The higher the support level for the rule, the thicker the edge will be. The confidence levels for the rules are displayed according to the colour scale, which is shown above the visualization. While the chord diagram is good for spotting the direct connections between itemsets, the network graph lets the user spot itemsets that might be indirectly connected. When a user clicks on a node and drags it, all the nodes connected to the selected node will move and adjust as the selected node is dragged around. The combination of these three visualizations may provide the user with interesting insights that may not have been possible without the help of the graphs.

Note that every page contains instructions at the top that instruct the user on how to utilize the page’s functionality. It is assumed that these instructions will assist first-time users of the interface, and help them when they feel stuck. Additionally, the pages that contain the results of the data mining jobs (Figures 7 to 11) display the job name, as well as all the job’s parameters. This is in line with the Nielsen’s Heuristic [9] ‘Recognition rather than recall’, which states that the interface should show the user all the information they might need, and not rely on the user having to remember anything.

Navigation through the interface is done mainly by clicking on the appropriate links in the navigation bars. The button that’s used for logging out is placed on its own on the right-hand side of the main panel because that’s where most interfaces place the button, and therefore users would expect it to be there. Overall, the design aims to make navigation through the interface easy via the navigation bars, while also presenting the available functionality in an intuitive manner.
5.2 System overview

5.2.1 Package Diagram. The diagram in Figure 14 depicts how the different components of the system are wired together to form the final product.

The system consists of a back-end server and a front-end Web interface. The server communicates with the database and the local file system. It also manages the cluster, sends jobs to the cluster and receives the results once the jobs are completed. Communication with the database and the file system is facilitated by NPM packages called “connect-couchbase” and “fs”. Management and communication with the cluster is done through NPM packages that contain the Amazon Web Service CLI (Command Line Interface) and APIs (Application Programming Interface). A package called “node-ssh” allows for ssh (Secure Shell) commands to be sent to the cluster, which is used to send jobs and receive results.

The front-end of the system is divided into the interface components and the package that handles communication with the server and renders dynamic content on the interface. The “Interface components and styling” package contains the HTML and CSS files that specify the user interface’s layout.
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Figure 12: dataset upload and job start sequence diagram

Figure 13: View results sequence diagram
The "Server Communication and Dynamic Content rendering" section contains a Javascript file. The server and the front-end communicate via a combination of HTTP (Hypertext Transfer Protocol) requests and AJAX (Asynchronous JavaScript and XML) requests. The server listens on port 3000 and responds when a request arrives. The HTTP requests are used to request specific pages on the website, and the AJAX requests are used to request, receive and render dynamic content on the front-end.

5.2.2 Front-end logic. The diagram in Figure 15 provides more detail about the functionality that's built into the front-end Javascript package. It is divided up per Web-page.

5.2.3 Sequence Diagrams. The sequence diagram in Figure 12 describes the process that takes place when a new dataset is uploaded, and a job is then created on the dataset. Figure 13 describes the sequence that occurs when the results of an already-completed job is requested.

6 RESULTS AND FINDINGS
This section will discuss the findings from every phase of the development cycle, namely the first and second prototypes, the interface redesign, and the final user testing.

6.1 First prototype
The first prototype was presented to three potential users, and their comments are presented in this section. The prototype can be seen in Appendix A, Figures 16 to 21. Note that the "Results" page (Figure 21) displays the content that would be displayed on the page once a user selected a completed job from a list very similar to the one on the 'Current Jobs' page (Figure 20).

The reasoning behind the design was that when a user logged into the system, the most commonly used functionality would be to either view the results of a recently completed job, or to kick off a new job. Therefore, the Home page contained a section that showed a list of the most recently completed jobs, with buttons that would take the user to that job's results. It also contained a section where users could kick off a new job by entering the appropriate parameters. It was theorized that the next thing a user would want to do, is check which jobs are still being completed, hence the "Current Jobs" tab was added. The "Results" tab would contain the results of every completed job, and not just the recently completed jobs that are displayed on the Home page. At this point in time, the best method for displaying the results of the jobs was still being debated, and therefore the results page didn’t contain much detail regarding the tables and visualizations that were used later. When comparing the first prototypes to the final version of the interface, it becomes abundantly clear how important and valuable the iterative, user-centered design process is. The comments on the first prototype are shown below:

- The users pointed out that the list of recently completed jobs on the Home page was taking up a lot of space, and could be shown in a dropdown box instead.
- They suggested that instead of displaying the completed jobs and current jobs on separate pages, it would be best to combine them into one "Jobs" page.
- They pointed out that the interface didn’t present a way for users to indicate a job name, which is an important piece of functionality that was overlooked when the prototype was built.
The interface didn’t provide users with a way to upload datasets to the server, another important piece of functionality.

It was suggested that the Home page should contain an introductory paragraph that explains the layout and functionality of the interface.

The users inquired about the possibility of being able to cancel current jobs, as well as rename or delete completed jobs.

It was pointed out that there was no button available for logging out.

It was suggested that the “Profile Settings” tab be changed into a dropdown that contained the link to the Profile Settings page, as well as the logout button.

Overall, users felt that the design needed a lot of work.

6.2 Second prototype

The second prototype can be seen in Appendix A, Figures 22 to 29. Note that reducing the size of the list of recently completed jobs on the Home page allowed for the addition of a data upload section, as well as an introductory paragraph. The “Jobs” and “Results” tabs were merged into one, so the current and completed jobs are displayed together. Additionally, searching and ordering functionality was added to the list of completed jobs.

The prototype was presented to the same three potential users who looked at the first prototype. The main comment on the second prototype was that the introductory paragraph on the Home page should be split up, so that each functional box on the Home page has its own paragraph instead. During this demo session, one user pointed out that a user might want to queue more than one job on the same dataset (for example, Searching and then running Association Rule mining on the results). Therefore the “Job Type” input, as well as the job parameters section on the Home page needed to change to accommodate for that.

6.3 Interface redesign

The interface that was developed before the switch from a task-centric to data-centric approach can be seen in Appendix B, Figures 30 and 31. Note that the data displayed in the “Jobs” tab was just sample data, since some back-end functionality hadn’t been built yet at this point. Some suggestions were made for improving the interface, and the most significant one was the conversion from a task-centric to a data-centric approach. The interface was reworked and the results of those improvements can be seen in Appendix B, Figures 32 to 36. The following changes were made by changing the front-end HTML and Javascript-based rendering of the system. The Home page as it was displayed in previous iterations was removed. Instead, when users log in, they are shown the Jobs and Results page, which displays the list of active and completed jobs. There is now a separate page that displays the list of available datasets, and also contains the functionality for uploading a dataset. To create a new job, users now select “Create New Job” from the dropdown on the “Options” button displayed next to the dataset in the table. They are then shown a form that is very similar to the “Create New Job” form that used to be on the Home page. The ability to sort any column in the tables was added, so the need for a “View Recent Jobs” section disappeared.

6.4 Final user testing

6.4.1 Comments. The comments received from users during the final testing, as well as problem-areas that were identified by the test facilitators, are shown in Table 1. The comments were identified by looking at the tasks where users made the most mistakes and/or took the longest time to complete the task.

Table 1: User comments received during testing

<table>
<thead>
<tr>
<th>Comment/Problem</th>
<th>Number of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users had trouble finding the button to create a new job, despite the instructions on the screen</td>
<td>7</td>
</tr>
<tr>
<td>Users thought adding a tooltip when hovering over the buttons that sort fields in the tables would be useful</td>
<td>6</td>
</tr>
<tr>
<td>Users thought they had to click on “Add Phrase” after entering a phrase in the search parameters</td>
<td>5</td>
</tr>
<tr>
<td>Some users felt the instructions for the graphs could be clearer</td>
<td>5</td>
</tr>
<tr>
<td>When asked to create a profile, some users mistook the login page as the page to create a profile on</td>
<td>4</td>
</tr>
<tr>
<td>Users tended to click on the “Upload” button before selecting a file</td>
<td>4</td>
</tr>
<tr>
<td>Users expected the “Options” and “Log out” button to be on the right-hand side of the navigation bar</td>
<td>4</td>
</tr>
</tbody>
</table>

The user comments were considered, and some changes were made to the final interface to rectify the identified problems.

The section of the interface where users had to click to create a new job on a dataset can be seen in Appendix B, Figures 34 and 35. It was decided to move the “Create new Job” button to its own column in the table instead. This can be seen in the final version of the interface, on Figure 6. In retrospect, it makes sense to place the functionality that will be used most often on its own. The “rename” and ‘delete’ functionality for datasets are likely to not be used nearly as often as the “Create new Job” functionality. This is in line with an important HCI concept, called the 80/20-rule (or Pareto’s Principle). This rule states that 20% of an interface’s functionality will be used 80% of the time, while 80% of its functionality will only be used 20% of the time [13]. Therefore, commonly used functionality needs to be clearly visible and require the fewest number of clicks, while functionality that’s used less often can be placed behind dropdown menus. Tooltips that contain the words “Sort Ascending” and “Sort Descending” were added to the buttons in the interface’s tables’ column headings (see Figures 5 to 8). The “Add Phrase” button that caused some confusion during the testing can be seen in Figure 36 (Appendix B). After consulting with the users who made the comments, it was decided to change the text of the button to simply show a plus sign (+). The users felt this removed the
confusion of thinking one has to click on the button to add the current phrase to the search, and also made it obvious that to add additional phrases, one has to click on the plus sign. The instructions for the graphs were rewritten to include more details and be more explicit. The login page, which had remained virtually unchanged since the second prototype (see Figure 22 in Appendix A), caused some confusion during the user testing. Users thought that by entering their email address and password into the input fields that are used for the login, and then clicking “Create Profile” they would create a new profile. The page’s layout was therefore changed to what can be seen in Figure 4, in the final design section. A heading with the text “Login Credentials” was added to make it clear that those input boxes are meant for logging in. Additionally, the “Login” and “Create Account” button positions were changed to be below each other, instead of next to each other. Additional instructions were also added above the “Create Account” button to make it even clearer. The section in the “Datasets” tab where users can upload their datasets was also changed. The “Upload” button was changed to be inactive, and have a faded background colour whenever a file had not been selected. This would prevent users from clicking on the “Upload” button before clicking on a file. Additionally, the “Options” tab that contained the links to the user settings page as well as the Log out button, was removed. Instead, the Log out button was placed on its own on the right-hand side of the navigation bar.

6.4.2 Nielsen’s Questionnaire. The interface that resulted after the switch to the data-centric approach was scored based on Nielsen’s heuristics [9]. The average scores (with a maximum score of 5) for each heuristic are displayed in Table 2.

Table 2: Heuristic Scores obtained from user testing

<table>
<thead>
<tr>
<th>Heuristic</th>
<th>Average Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility of system status</td>
<td>4.1</td>
</tr>
<tr>
<td>Match between system and real world</td>
<td>3.6</td>
</tr>
<tr>
<td>User control and freedom</td>
<td>3.9</td>
</tr>
<tr>
<td>Consistency</td>
<td>4.4</td>
</tr>
<tr>
<td>Prevent errors</td>
<td>3.8</td>
</tr>
<tr>
<td>Recognition rather than recall</td>
<td>4.0</td>
</tr>
<tr>
<td>Flexibility and efficiency of use</td>
<td>3.9</td>
</tr>
<tr>
<td>Aesthetic and minimalist design</td>
<td>4.5</td>
</tr>
<tr>
<td>Help users recognize, diagnose and recover from errors</td>
<td>3.4</td>
</tr>
<tr>
<td>Help and documentation</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Overall the users were happy with the flow and design of the interface. Some expressed interest in using the system once it was fully functional.

6.4.3 Visualizations. During the testing, the users were able to successfully interpret the visualizations by identifying outliers, and implicitly connected itemsets. The users felt that the visualizations that were provided were useful and helped with their interpretation of the association rule results.

7 ETHICAL, PROFESSIONAL, AND LEGAL ISSUES

Ethical clearance was obtained from the University of Cape Town’s Science Ethics Committee. During user testing, users were fully informed about the testing process, and all ethical procedures were followed. A voluntary consent form was signed by all participants, and they were assured that their personal data would be kept safe.

8 CONCLUSION

This paper demonstrated that it is possible to design a system that makes the analysis of Twitter data convenient and easy. It showed that the analysis of association rules can be improved and made more intuitive by providing useful visualizations of the results. It also showed that it is possible to build a system that can automatically handle the entire process of starting a cluster, sending the data and job request to the cluster, and then retrieving the results. By showing how the interface changed and evolved during the iterative, user-centered design process, the paper has clearly demonstrated the value that can be gained from following this process. User feedback was successfully incorporated in the design in order to develop a more usable and useful system. The interface was evaluated based on Nielsen’s heuristics [9], and although some heuristics received an average score, the overall feedback was very positive. The system can still be improved, and certain additional features could be built to make the system more useful. These are discussed in the Future Work section.

9 FUTURE WORK

A possible addition to the system would be the ability to do sentiment analysis of a specific topic/person/organization on a set of Twitter data. This was initially pitched as something that would be nice to add if there was time, but unfortunately that was not the case. If the system had a way to perform sentiment analysis it could also provide a useful graph that displays how the sentiment towards the topic changed over time. Another improvement to the system would be to rework the storage of the datasets and job results. At the moment, the datasets and the results of completed jobs are stored on the local file system of the website’s server. It would be more effective if the system used the Couchbase database for this instead. This is because the access speed from the Couchbase database will be faster than the access speed from csv files in the regular file system. While the Couchbase database was initially only implemented to facilitate the session handling and user profiles, it would also function well as a database for storing the job data. Initially, it was assumed that the system would be able to use the UCT ICTS (Information and Communication Technology Services) cluster to perform the data mining jobs. Unfortunately, the staff in charge of maintaining the cluster communicated that they would not be able to assist us. This led to the system having to adapt to utilize Amazon Web Service Elastic Mapreduce Clusters to run the data mining jobs instead. Though Amazon granted us some academic credit to use for the project, this would eventually start costing money. The system can therefore be improved in future by performing the necessary steps to make the UCT ICTS cluster usable and making the necessary adjustments to the system to utilize the local cluster instead of Amazon’s rented clusters.
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A FIRST AND SECOND PROTOTYPE DESIGNS
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Figure 16: 1st Prototype: Login page

Figure 17: 1st Prototype: Create profile page

Figure 18: 1st Prototype: Change profile settings page

Figure 19: 1st Prototype: Home page

Figure 20: 1st Prototype: Current jobs page

Figure 21: 1st Prototype: Results page
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Figure 22: 2nd Prototype: Login page

Figure 23: 2nd Prototype: Create profile page

Figure 24: 2nd Prototype: Change profile settings page

Figure 25: 2nd Prototype: Home page

Figure 26: 2nd Prototype: Jobs and Results page

Figure 27: 2nd Prototype: Jobs and Results page, Information Retrieval results
Figure 28: 2nd Prototype: Jobs and Results page, Association Rule results

Figure 29: 2nd Prototype: Jobs and Results page, Visualizations
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B BEFORE AND AFTER REDESIGN PHASE

Figure 30: Before redesign: Home page

Figure 31: Before redesign: Jobs and results page

Figure 32: After redesign: Jobs and Results page

Figure 33: After redesign: Jobs and Results dropdown

Figure 34: After redesign: Datasets page

Figure 35: After redesign: Datasets dropdown
Figure 36: After redesign: Form for starting a job